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Abstract

Surface swell over the continental shelf generates a sheet of oscillatory shear flow at
the base of the water column, the continental shelf wave bottom boundary layer. The
short periods of surface swell sharply limit the thickness of the wave boundary layer,
confining it to a thin region below an oscillatory, but essentially irrotational, core. For
a wide range of shelf conditions, the vertical extent of the wave boundary layer does
not exceed 2.5c¢m and is commonly less. The extreme narrowness of this boundary
layer is responsible for high levels of bottom stress and turbulent dissipation. Even in
relatively mild sea states, the wave induced bottom shear stress can be sufficient to
initiate sediment motion. The wave bottom boundary layer plays an important role
in the processes of sediment entrainment and transport on the continental margins.

This thesis documents the development, testing, and field use of a new instrument,
the BASS Rake, designed to measure velocity profiles in the wave boundary layer.
The mechanical design supports multiple measurement levels with millimeter vertical
spacing. The mechanical design is integrated with an electronic interface designed to
permit flexible acquisition of a suite of horizontal and vertical velocity measurements
without sacrificing the electronic characteristics necessary for high measurement ac-
curacy. The effects of velocity averaging over the sample volume are calculated with
a model of acoustic propagation in a scattering medium appropriate to the scales of
a single differential travel time axis. A simpler parametric model of the averaging
process is then developed and used to specify the transducer characteristics necessary
to image the wave boundary layer on the continental shelf.

A flow distortion model for the sensor head is developed and the empirical deter-
minations of the Reynolds number, Keulegan-Carpenter number, and angular depen-
dencies of the sensor response for the laboratory and field prototypes is presented.
The calibrated sensor response of the laboratory prototype is tested against concur-
rent LDV measurements over a natural sand bed in a flume. The single measurement
accuracy of the BASS Rake is higher than that of the LDV and the multiple sample




volumes confer other advantages. For example, the ability of the BASS Rake to im-
age vertically coherent turbulent instabilities, invisible to the LDV, is demonstrated.
Selected data from a twenty-four day field deployment outside the surf zone of a local
beach are presented and analyzed. The data reveal regular reworking of the sand
bed, the generation and modification of sand ripples, and strong tidal modulation of
the current and wave velocities on semi-diurnal, diurnal, and spring/neap time scales.
The data set is unique in containing concurrent velocity time series, of several weeks
duration, with coverage from 1em to 20 cm above the bottom.
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In a turbulent boundary layer, kinetic energy from the free-stream flow
is converted into turbulent fluctuations and then dissipated into internal
energy by viscous action. This process is continual, such that the turbulent
boundary layer is self-sustaining in the absence of strong stabilizing effects.

For as long as these facts have been known, fluid dynamicists have
sought to understand just how boundary-layer turbulence is generated at
the expense of the mean motion, and just how it is dissipated. These are
the objectives of studying the internal “structure” of turbulence. Since
boundary-layer flows are the technical driver for so many engineering ap-
plications, immense human and financial resources have been brought to
bear on the problem over many decades of study. The progress made,
however, has not been commensurate with the effort expended, reflecting
the fundamental complexity of turbulence phenomena.

Stephen K. Robinson, 1991
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Chapter 1

Introduction

1.1 The Continental Shelf Wave Bottom
Boundary Layer

Conceptually, flow in the continental shelf bottom boundary layer can be decom-
posed into mean and fluctuating components. It is common practice, in modeling
the boundary layer, to solve the two cases separately and assemble the solu.tion from
the results. The mean flow is associated with tidal and other quasi-steady motions,
with horizontal length scales from one to several tens of kilometers. Temporal scales
are also large, typically no less than several hours and extending up to days and,
occasionally, to longer periods. On the continental shelf, with depths no greater than
150 m to 200 m, the orbital velocities of wind driven surface waves penetrate to the
bottom and give rise to the fluctuating component of the bottom boundary layer
flow. The horizontal length scales of the oscillatory flow are only tens to hundreds of
meters and temporal scales are only seconds to minutes. It is the wide difference in
the temporal scales that permits the decomposition of the flow and that gives rise to
the continental shelf wave bottom boundary layer.

The long time and horizontal length scales of the mean flow permit the current
boundary layer to extend to the surface over the shelf unless the thickness is limited

by stratification or Coriolis effects. In contrast, the short periods of wave motion
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confine the wave bottom boundary layer (WBBL) to a thin sheet of sheared flow
below an oscillatory, but essentially irrotational, core. The shear of the mean current
remains important above the WBBL, but the oscillatory flow above the WBBL is
well described by potential flow and linear wave theory. The vertical extent of the
wave boundary layer is scaled by the period and strength of the near-bottom orbital
velocity and by the interaction of this.flow with the mean current and the bottom.
For a wide range of shelf conditions, the wave bottom boundary layer does not exceed
2.5cm in thickness. Its depth is commonly no more than a centimeter.

The existence of the wave boundary layer has a number of important consequences.
Because of the difference in vertical scale, the bottom shear stress associated with the
wave flow can be up to an order of magnitude larger than the bottom stress caused
by the mean current for comparable flow speeds. Even in relatively mild sea states,
the wave induced bottom stress can be sufficient to initiate sediment motion. The
wave boundary layer thus plays a central role in the entrainment of sediment into the
water column. The strong shear in the narrow boundary layer increases the turbulent
dissipation of flow energy so that the apparent roughness of the bottom, as seen by
the mean flow, is much larger than would be expected for the scale of the physical
roughness elements. The increased turbulence acts to keep entrained sediment in
suspension. The mean current, which could not have entrained the sediment, then
produces a net advective transport, potentially over the long horizontal scales of the
steady flow.

Sediment transport is an area of active experimental and theoretical research.
The movement of sediment in the nearshore environment has obvious links to coastal
erosion, the maintenance of navigable harbors and channels, and the stability and
longevity of shelf based structures. Accurate interpretation of the geological record on
the shelf is dependent on knowledge of erosional and depositional processes. Equally
important is the movement of contaminated sediments introduced by dumping or
dredging operations. The resulting degradation of water quality is a public safety
issue both for its effect on recreational use of the sea shore and its effect on commercial

fisheries. Less obvious are the implications of down slope transport of sediment on
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atmospheric CO, levels. Briefly, the hypothesized removal of carbonaceous sediment
from the bottom of the shelf based oceanic carbon cycle casts the ocean as a long
term sink for carbon re-introduced into the global carbon cycle by the mining and
burning of fossil fuels.

Our understanding of these processes is limited by the absence of any high resolu-
tion field observations. Many laboratory studies have been conducted, but sediment
beds in wave tanks and flumes have demonstrably different behavior than sediment
beds on the shelf. Further, these studies were conducted with mechanically scanned,
single measurement volume instruments and the measured vertical structure is neces-
sarily an ensemble average over fnany wave periods. Stochastic stationarity is required
over the period of measurement. It might be argued that this is sufficient for the mean
flow or for monochromatic waves, the controlled conditions of the laboratory. How-
ever, resolution of the vertical structure of the spectral waves typical of the shelf or
of the vertical coherence of the turbulent fluctuations at the heart of boundary layer
behavior is impossible. Critical aspects of boundary layer flow, in or out of the labo-
ratory, are simply invisible to a sensor with a single measurement volume. Finally, it
is difficult to combine waves and currents in the laboratory, particularly at the high
crossing angles common on the inner shelf. Field studies of the WBBL have been rare
and have been conducted with equipment that is not well suited to the task. In addi-
tion to the deficiencies associated with single measurement volume instrumentation,
the sensors used have been too sensitive to variations in environmental conditions and
have lacked the mechanical robustness necessary for reliable, autonomous operation
on the shelf. _

Analytical, semi-empirical and numerical models of the wave-current boundary
layer have been used to supplement and guide these studies. Field observations are
required to establish or constrain the parameters of the models. For example, the
hydrodynamic roughness, the roughness of the bottom as perceived by the flow, is
a required input to most boundary layer models. Typically, this quantity is not
modified as the model coﬁverges. The hydrodynamic roughness depends on grain

size, bedform shape and scale, and sediment movement. The dependence is complex,
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non-linear, and poorly characterized. No field measurements have made a spatially
dense velocity profile through the WBBL from which the bottom roughness could
be determined. Thus there is no well defined empirical relationship between the hy-
drodynamic roughness and the physical bottom roughness, a quantity that could be
measured directly, as the other initialization parameters are, and used to start the
model. Like the laboratory experiments, the models often focus on fairly simple cases,
with monochromatic, bi-directional waves, co-directional currents, and relatively sim-
ple, non-erodable bottom geometries. Conditions on the shelf are significantly more
complicated than those that can commonly be created in the laboratory or in a model.
The wave field is neither monochromatic nor bi-directional in general, the angle of the
current changes on several time scales and is often large, and the sediment is highly
variable spatially and temporally over a range of characteristics.

Resolving the dynamic structure of the wave boundary layer requires a sensor with
multiple sample volumes and fine vertical resolution. The sensor must be physically
robust and the measurement must be insensitive to the wide range of environmental
conditions found on the continental shelf, particularly the near-shore zone. Such
an instrument would be able to image wave boundary layer flow, producing profiles
from fully concurrent velocity measurements as well as averaged ensembles. Vertically
coherent turbulent structures could be investigated and a better empirical relationship
between the physical and the hydrodynamic roughness could be established. An
instrument with multiple sample volumes could also directly measure the velocity
immediately above the wave boundary layer, the forcing function of the linearized
governing equation for boundary layer flow. A surrogate measurement of pressure,
surface wave height, or the velocity well above the boundary layer could be avoided.

This thesis documents the development, evaluation, and successful field deploy-
ment of an instrument, the BASS Rake, specifically designed to support the require-
ments outlined above. The BASS Rake uses the differential acoustic travel time
technique of BASS, the Benthic Acoustic Stress Sensor, applied to a geometry suit-
able for the narrow confines of the continental shelf wave bottom boundary layer.

The instrument uses many sample volumes and the measurement technique has an
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established record of accuracy and reliability on the continental margin. The BASS
Rake makes it possible to profile a thin boundary layer, in the field, under essentially
arbitrary conditions. The method and equipment are robust to fouling, sediment
transport through the sample volume, and physical loading by the flow. Steady,
monochromatic, and broadband spectral flows can all be meaningfully profiled. Sta-
tionary conditions are not necessary. These abilities are currently unique to the BASS

Rake.

1.2 Research Contributions

The success of this project rests on several technical innovations and intellectual
contributions. Each plays an important role in the production of a functional and
proven instrument from the elementary conceptual design. The first of these is the
integrated mechanical design of the BASS Rake sensor head. Four tines support the
acoustic transducers and the transmission lines in a geometry dictated by the nature
and scale of flow in a wave boundary layer and by the use of the BASS differential
travel time technique. The design balances the number and spacing of transducers
available to image the flow against minimum wire diameters, electrical and acoustic
cross-channel interference, flow disturbance by the sensor, ease of manufacture, and
mechanical strength. To achieve that balance, most of the physical elements of the
sensor head serve in several roles, often acting in the electrical design as well as the
mechanical one.

The accuracy and stability of the BASS measurement depends critically on the
electrical characteristics of the transmit/receive circuit and the transmission lines
connecting that circuit to a pair of transducers. Full utilization of the BASS Rake
transducer array requires a multiplexing interface between the transmit /receive circuit
and the transducers. No commercially available interface approaches the character-
istics and performance necessary to preserve the quality of the BASS measurement.
The second contribution is a flexible interface with extremely low through resistance

and an innovative structure that optimizes signal loading, provides significant noise
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and cross-channel isolation, and preserves the electrical characteristics of the trans-
mit/receive circuit and the transmission lines. It should be emphasized that the
mechanical and electrical designs did not evolve independently. By intent, many fea-
tures of each design address and solve the identified deficiencies of the other. The
operation of the sensor depends on this integrated approach.

Characterizing and understanding the response of a sensor is critical to the devel-
opment of any instrument. In the case of the BASS Rake, two processes affect the
response. The first is velocity averaging over the Fresnel zone, the effective sample
volume of an acoustic path. To understand and predict the effects of the averaging
process, it was necessary to de{/elop and solve a complex model describing acous-
tic propagation in a scattering medium on the scale of a BASS Rake acoustic axis.
Because the proposed measurement required a close approach to the bottom, it was
also necessary for the model to include the interaction of the sample volume and
the boundary. It appears that this problem has not previously been solved for these
conditions. The complex model was used to predict the circumstances under which
Fresnel averaging would produced errors in velocity measurements and those results
were confirmed empirically during flume and laboratory testing. A simpler parametric
model of the averaging process was also developed and shown to produce substantially
the same results with considerably reduced computational overhead. The faster para-
metric model is now an important tool in the design of the BASS Rake transducer
array.

The second, and far more significant process affecting the response of the BASS
Rake, is the flow disturbance caused by the tines. The disturbance and the effect on
the measurement were predicted, estimated, and bounded using a simple model. The
Reynolds number and angular dependencies for both steady and oscillatory flow were
determined in a tow tank, confirming the predictions of the model. The results and
the explanation based on the model are consistent with the literature for low around
bluff bodies. This is the first time a Reynolds number dependence has been explicitly
demonstrated and quantified for any BASS instrument. Once the effect had been

determined, a mapping was developed from the measured velocity to the undisturbed
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velocity and incorporated in the calibration and accuracy estimate of the instrument.
The calibration was then verified in a flume over a sand bottom.

- After laboratory evaluation was completed, a field prototype was constructed and
deployed outside the surf zone of a local beach. Velocity profiles beginning within
millimeters of the bottom were measured inside a 6 ms window at one second intervals
for a period of several weeks. The instrument proved reliable, recording through
several storms and revealing an asymmetric tidal dependence for both the waves
and the mean flow. Regular reworking of the bed was observed and the velocity
profiles showed clear evidence of the advection of turbulent eddies through the sample
volumes. The data set is unique in that it contains concurrent velocity time series,
of several weeks duration, with coverage from 1cm to 20 cm above the bottom. The
demonstrated reliability of the instrument and the return of a field data set were the
final, important steps in the development of a functional and now proven instrument

design.

1.3 Development Chronology and Thesis Outline

The possibility of applying the BASS differential travel time measurement to the
wave bottbm boundary layer was first raised in early 1993, but not pursued until the
middle of 1994. At that time the integrated mechanical design of the sensor head
began to evolve. A functioning prototype of that portion of the design underwent
very pfeliminary tests in January of 1995. Those tests demonstrated that a BASS
acoustic axis could operate in close proximity to a natural bottom, validating the
most basic requirement of the proposed design.

The characteristics of the electrical interface required for full function of the trans-
ducer array were specified in the spring of 1995. The constraints were too tight to
be met by commercially available circuits and, over several months, specialty compo-
nents with promising characteristics were identified and a design that could support
the requirements was developed. Circuit cards, a chassis and backplane, new versions

of the sensor head, and operating software were fabricated and written during the
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fall. Most of these activities competed for time with a tight cruise and instrument
rescue schedule. The laboratory prototype was assembled and ready for evaluation
in' January of 1996. Many difficulties, mostly related to the small transducers, were
encountered and solved over the course of the spring. Once functional, the flow dis-
tortion of the laboratory prototype was mapped in the tow tank. The evaluation of
the Fresnel averaged sample volume was also undertaken at this time. Late in the
summer these corrections were applied during a comprehensive set of flume tests.
Working over a sand bottom, the operation and accuracy of the laboratory prototype
were proven.

The BASS Rake field prototype was designed and built during the fall of 1996 and
successfully deployed outside the surf zone of a local beach in both November and
December. Twenty-four days of field data, velocity profiles recorded at 1 Hz, were
extracted from the logger in January. Processing and -analysis took place at various
times over the winter. The data set shows regular reworking of the sand bed and the
growth and evolution of ripples during storm and tide induced bedload transport is
apparent. Tidal modulation of both the quasi-steady current and the waves on semi-
diurnal, diurnal, and spring/neap time scales is pronounced. The flow was shown
to exhibit several asymmetries which could lead to the net advective transport of
sediment.

The details associated with the events of this brief summary are documented in the
chapters that follow. Chapter 2 focuses on the mechanical design of the BASS Rake.
It begins with general background information about some of the major influences
guiding the underlying design philosophy. The time and length scales of the wave
boundary layer are detailed and the constraints these impose on the mechanical design
are identified. The discussion of boundary layer scales is based on information that
can be found in the literature. Some of the most important aspects of these studies
are summarized and discussed in Appendix A. The discussion in Chapter 2 then
turns to models of the continental shelf boundary layer and a lengthy assessment of
existing instrumentation. Finally, the mechanical design of the BASS Rake sensor

head is described and a preliminary error analysis is presented.
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The electrical design, specifically the multiplexing interface between the trans-
mit /receive circuit and the transducer array, is the subject of Chapter 3. The in-
terface specification is presented through a discussion of the characteristics of the
existing BASS circuitry and the mechanical design that provide the primary con-
straints. The interface design is then laid out, beginning at the component level and
proceeding to larger circuit blocks. The design includes both the signal path and the
more conventional hardware, firmware, and software needed to control operation. A
complete set of schematic diagrams is provided in Appendix B. The chapter con-
cludes with a description of the modifications to the basic circuit that are required
when measurements are made with particularly small piezoelectric transducers.

The sample volume of a single acoustic axis is determined in Chapter 4. The
discussion begins with the classical theories of wave propagation and progresses to
the more complex case of propagation through a scattering medium. A mathematical
form, a Fresnel integral, describing a BASS differential travel time axis is derived
and solved analytically for two canonical cases. A numerical solution for flow in a
logarithmic boundary layer is presented and then used to assess a simple parametric
model of the averaging process. The effects of Fresnel averaging in the continental
shelf wave bottom boundary layer are determined using the parametric. model. The
simple model is also used to specify the necessary characteristics of the transducer
array for accurate imaging within a few millimeters of the bottom.

Chapter 5 documents the implementation and evaluation of the mechanical and
electrical designs in the laboratory prototype. Details of the prototype’s construction
are presented, followed by a qualitative model of the flow distortion associated with
the tines. The model accurately bounds the effects of the distortion on the measure-
ment. Tow tank tests used to characterize the Reynolds number dependence of the
response in steady flow and Keulegan-Carpenter number dependence in oscillatory
flow are described. These results are incorporated in a non-linear sensor calibration
mapping and applied to profile measurements made in a flume over a sand bottom.
The calibrated measurements are presented and shown to match concurrent measure-

ments made using a laser Doppler velocimeter to a high degree of precision.
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The BASS Rake field prototype is described in Chapter 6. The important features
of the support frame and the sensor are summarized and the results of a brief immer-
sion in Great Harbor are presented. The tow tank calibration is then detailed. The
response of the field prototype is more complex than that of the laboratory prototype
because it depends on both the magnitude and the angle of the flow. A description
of the near-shore field deployments at Nobska Beach, including visual observations
of the bottom at both sites, follows. Selections from the returned field data, several
weeks of 1 Hz w)elocity profiles, are analyzed and discussed at length to conclude the
chapter. A general summary with suggestions for future development and research is
presented in Chapter 7.

Finally, a few thoughts on the material selected for inclusion seem appropriate
to close this chapter. Research is the work of detectives. It begins with a question.
As the question is explored and knowledge deepens, it may be refined or changed.
Different avenues appear and decisions are made to explore or postpone their inves-
tigation. Some alleys are dead ends, yet they may return considerable information.
It is only in hindsight and after reflection that the path behind may appear less ill
defined and cluttered. The detective story often reaches a sense of closure, of un-
derstanding, at the end. In science that closure is, happily, a transitory experience.
A successful development raises new and deeper questions and provides an improved
ability to address them. I have tried, in the chaptefs that follow, to describe not just
the instrument that worked, but some of the more important developments and vari-
ations that were tried along the way. It would be wrong to regard these as failures.
Several will be indispensable to future versions of the BASS Rake. Throughout the
development it has been the work done to understand and resolve the difficulties and
setbacks that has reliably produced the greatest improvements in performance. This

is the nature, and part of the pleasure, of research.
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Chapter 2

Boundary Layer Scales and the

Mechanical Design of the Sensor

Head!

2.1 Introduction and Background

This chapter describes the development of the mechanical design of the BASS Rake
sensor head. The characteristic scales of flow in the wave bottom boundary layer
(WBBL) on the continental shelf and an evolving understanding of the capabilities
of the BASS measurement technique have guided the design process. BASS Rake
measurements are made using the BASS differential travel time (DTT) technique
developed in and used by this laboratory [90]. This method was chosen because of its
high accuracy and linearity and because of its extreme robustness to environmental
conditions. These are necessary characteristics for any boundary layer instrument,
particularly one intended for field use. The established electronic noise floor of the
BASS measurement is 0.3mm - s7! [53, 90, 92]. Measurements are accurate to 1%,
inclusive of flow disturbance, and linear over the range £240cm - s™! [90, 92]. Flow

disturbance is a more serious issue for the BASS Rake and will be discussed briefly in

tSome of the material presented in this chapter was originally published in Proceedings of the
IEEE Fifth Working Conference on Current Measurement [55)].
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this chapter and at greater length in Chapters 5 and 6. Extensive field use has shown
that BASS performance is not sensitive to the concentration of sediment in the water
column. The measurement is influenced by biofouling, but only to the extent that
marine growth may increase the flow disturbance. For example, the acoustic signal is
not blocked by barnacles or seaweed attached to the transducer face, but flow noise
may increase or the turbulent spectrum may change for smaller eddy scales. In one
extreme case, the instrument continued to function while an octopus occupied the
acoustic volume. Measured velocities were near zero. For storms, other high current
and wave events, and use in or near the surf zone, failures are functions of the strength
and stability of the support structure. Accurate measurements generally continue in
these cases as long as power is maintained. However, rotation to a global Cartesian
frame may be compromised by environmental modifications to the support structure. |
This has also been true of the occasional interaction with fishing trawlers [93]. |

A BASS DTT measurement is made by a pair of disk shaped, piezoelectric ceramic
transducers, facing each other along an acoustic measurement axis. The differential
arrival time of signals started simultaneously and traversing the axis in opposite
directions is proportional to the average velocity along the axis [90]. The nominal

relationship is
_ 2Lﬂaxis

c?

At

(2.1)

where t is time, U,,is is the average along-axis fluid velocity and ¢ is the local speed of
sound, assumed to be constant over the path length, L. Equation 2.1 involves several
simplifications which will be explored more fully in Chapter 4. The relationship, as
given and assuming the accuracy of the simplifications, is correct to approximately
1 part in 10° for oceanic fluid velocities and a BASS sensor as commonly arranged
and deployed. Transducer separation is normally 15 cm with a 10 us signal pulse at
1.75 MHz. The 0.3mm - s7! single measurement accuracy is achieved by running
each measurement with both forward and reversed receiver connections to remove
bias. A single measurement cycle, inclusive of propagation and processing time,

requires 320 us. This allows a wide operational bandwidth and the use of multiple
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sample volumes with nearly simultaneous measurements. For example, 100 acoustic
axes forming an array could be polled inside a 35ms window. The reader is referred
to Williams, et al. [90] for additional information about the BASS DTT measurement.

The primary focus of the mechanical design is the arrangement of these acoustic
measurement axes. The geometry of the axes must be tailored to sample the velocity
structure of the continental shelf WBBL. That structure is confined to a thin sheet
of oscillatory shear flow overlying the sediment bed. For a broad range of shelf
conditions, the vertical extent of the WBBL is less than 2.5cm. A more detailed
discussion of wave boundary layer structure can be found in Appendix A. Suitable
references, listed in the bibliography, include Kajiura [38], Smith [73], Davies, Soulsby,
and King [13], Grant and Madsen [24, 27] and Madsen [46]. This chapter assumes
working familiarity with wave-current boundary layer flow and terminology on the
part of the reader.

Imaging the velocity structure in such a narrow region requires very high vertical
resolution. Observing the dynamic structure, particularly of wave flow during non-
stationary conditions, requires multiple sample volumes. No existing field capable
instruments meet these requirements. Detailed resolution is available in the labora-
tory with some instruments or by constraining the flow to produce artificially thick
wave boundary layers. However, most of these techniques employ only one sample
volume. Profiles are built up over time by mechanically scanning across the boundary
layer. This is legitimate in the laboratory where the flow can be controlled and con-
ditions are relatively stationary, but those are not the conditions found on the shelf.
The inability to dynamically image boundary layer structure on the shelf, and often
in the laboratory, limits further study and understanding of boundary layer processes
and their effects.

Multiple sample volumes, spanning the WBBL and also sensing the irrotational
oscillatory core immediately above it, have the added advantage of providing a direct,
correlated measurement of u.., the forcing input to the linearized governing equation

for the boundary layer.
Ou Ou,,  O7/p
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The derivation and solution of Equation A.21 are the subjects of Appendix A. A
direct measurement would also contribute to greater understanding of boundary layer
structure and behavior. Previous measurements have used indirect measures as sur-
rogates for the forcing term. One common practice has been to measure pressure,
generally well above the boundary layer. Alternatively, u,, has been determined by
applying linear wave theory to surface wave measurements or to velocity measure-
ments. In either case the measurement is made well above the boundary layer.

For the BASS Rake, resolution depends on both the geometry of the acoustic axes
and on the resolution of an individual axis. Consideration of the individual sample
volume and its effects on the response of an acoustic axis will be postponed until
Chapter 4. This is a complex process that has not previously been examined in detail
for a BASS sensor. Here it is noted that the extent of the sample volume is largely
determined by the acoustic frequency. A conscious decision was made early in this
development not to treat the acoustic frequency as a design parameter. This was
done for two reasons. First, it was recognized that significant changes to an already
tightly constrained transmit/receive (T/R) circuit would be necessary to support
the large number of channels and the flexible acoustic axis selection of the proposed
BASS Rake transducer array. These changes are the subject of Chapter 3. Other
components currently used in BASS have effective operational bandwidth limits less
than an order of magnitude above the signal frequency. It was therefore desirable to
avoid any additional changes to the underlying BASS circuitry made necessary by
large changes in the operating frequency.

Second, the piezoelectric transducers are driven at their resonant frequency. This
is fixed during production because it depends on the material properties and physical
dimensions of the disk. Therefore, any change in operating frequency requires new
transducers. Neither the production delay nor the financial cost are inconsequential.
These concerns were particularly cogent during the time and budget limited proto-
typing phase of the BASS Rake development documented by this thesis. There are,
however, potential benefits to a change in frequency that, because of this work, can

now be understood and predicted with some confidence. These are explored with a
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parametric model in Chapter 4. There it will be shown that a relatively small increase
in the frequency of the acoustic signal can significantly improve vertical resolution.
Changes to the operating frequency will be undertaken in the future as part of the
continuing development of the Rake.

In consequence, the mechanical design discussed in this chapter tries to optimize
resolution as a function of the axes geometry defined by the transducer array. The
diameter and spacing of the transducers are the primary design variables. Constraints
are provided by the magnitude of the flow disturbance caused by the transducers and
the structure supporting the array. The electronics, particularly the transducer sig-
nal lines, impose a number of constraints that require mechanical as well as electrical
solutions. For example, the volume of the transducer wiring harness must be mini-
mized without sacrificing environmental and cross-channel signal isolation. Dynamic
flexure of the lines must be eliminated to preserve the zero offset calibration [53].
Ohmic transmission line terminations must be made to both faces of each transducer,
yet the T/R face should remain unobstructed to maintain a clean beam pattern and
to reduce transmission loss. Mechanical alignment of the transducers and stiffness of
the structure should be assured by the design. Issues related to the ease and cost
of manufacture should not be ignored. These examples do not constitute an exhaus-
tive list. All of the design variables and constraints are interrelated and each change
requires trade-offs to maintain a balanced design.

One of the principal contributions of this research is the integrated design of the
support structure and transducer mounting. The transducer support tines of the
BASS Rake, which will be described in Section 2.4, successfully addressed the design
requirements, resolving many of the conflicting imperatives. The remaining problems
were solved by integrating the development of the new electronic interface (Chapter 3)
into the overall design process. The success of the design depends on balanced trade-
offs between resolution and flow disturbance and on innovations which eliminate many
of the electro-mechanical difficulties. The result is a high resolution, multiple sample
volume instrument that is robust to field conditions.

This introductory section has presented some of the background information in-
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fluencing the design of the BASS Rake. The characteristic scales of the continental
shelf WBBL, which this new instrument is tailored to sample, are discussed in Sec-
tion 2.2. More detailed information about the structure of the wave boundary layer
can be found in Appendix A and in several of the references [45, 46, 80, 81]. The
motivation to design and construct this instrument arose from the inability to make
accurate, detailed structural measurements of the continental shelf WBBL with ex-
isting instrumentation. Previous laboratory and field studies have used a variety of
techniques to make near-bottom velocity measurements. Section 2.3 examines several
of these investigations with regard to the strengths and the limitations of the instru-
ments used, and their suitability for dynamic profiling in the field. The design of the
BASS Rake specifically targets several of those limitations. The design of the sensor
head is presented in Section 2.4. That section also includes a preliminary analysis
of measurement errors caused by flow distortion. Comparisons between the various
techniques are made throughout the chapter with a short summary of the principal

strengths and weaknesses of the BASS Rake presented in Section 2.5.

2.2 Characteristic Scales of the WBBL

Resolving the dynamic structure of the wave bottom boundary layer, as with any
process, requires accurate measurements with spatial and temporal spacings that
are small compared with the characteristic scales of flow in the layer. A reasonable
working target is measurement granularity an order of magnitude smaller than the
flow scales to be resolved. It should be recognized, however, that this level of detail
may not be possible or that it may be insufficient to prevent aliasing of still smaller
features. Flexibility and caution are required in applying any design rule.

Several of the characteristic scales of the WBBL have been estimated here based
on the Grant and Madsen (GM) wave-current boundary layer model [24, 27, 45, 46).
[24] and [27] describe early versions of the model. The most recent and complete
definitions are found in [45] and [46]. Some features of the GM model are discussed

in Section 2.3.1. Additional details can be found in Appendix A. Nominal values
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of 10em - s~1 for the characteristic boundary layer fluid velocity and 1cm - s™! for
the shear velocity have been assumed for the order of magnitude estimates given
below. The target resolutions will be used in the assessment of other techniques in
Section 2.3.2 and in the design of the BASS Rake sensor head in Section 2.4.

To begin with, the characteristic time scale of the wave boundary layer is the wave
period, T. Surface swell with periods from 5 s to 20 s is ubiquitous on the continental
shelf. Sample rates of several Hertz adequately sample the wave motion. Time scales
for the turbulent component of the flow range to considerably smaller values and will
be discussed later in this section. It should be recognized that the characteristic time
and length scales derived from GM, like the velocity profiles, are fundamentally time
and phase averaged descriptions of the WBBL flow. This is true of all the semi-
empirical models. A model of the turbulence is used in the formulation of the model,
but that component of the flow is not part of the final description.

The characteristic vertical length scale is the thickness of the wave bottom bound-
ary layer. Following GM and assuming a laminar flow, the thickness, é,, is scaled

with the kinematic viscosity, v, and the radian wave frequency, w.

e B "

The laminar scale height can range to approximately half a centimeter on the shelf,
but is more typically in the range 1mm to 3mm. Velocity variations about us,
the velocity of the irrotational flow above the wave boundary layer, occur up to
three scale heights above the bottom. The layer of laminar shear flow is commonly
4 mm to 8 mm thick. Other investigators have defined the scale height as 6, = 4\/5
to reflect this [39].

An assumption of turbulent flow in the wave boundary layer would scale the

thickness with the shear velocity and the wave frequency.

§, = Zm (2.3)

w
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k = 0.4 is von Karman’s constant, t,m, = m is the maximum shear velocity, 7,
is the maximum bottom shear stress, and p is the density of sea water. On the shelf
the turbulent scale height is on the order of a centimeter, typically falling between
0.5¢cm and 2.5cm. There is very little velocity variation about u; above 6, in the
turbulent case.

The work of Jensen, Sumer, and Fredsge has shown that the WBBL is lami-
nar, transitional, or turbulent as a function of the wave Reynolds number, RE =
%’f‘ [35]. upm is the maximum near-bottom wave orbital velocity, the amplitude of
up = R {upme*t}. Conley and Inman have argued that, under near breaking waves,
the wave bottom boundary layér can alternate between laminar and turbulent flow
inside a transitional range of RE [10]. Below or above that range the layer is purely
laminar or purely turbulent. Grant and Madsen [27] (early GM) and Trowbridge and
Agrawal [83] expect that the wave boundary layer on the shelf will generally be tur-
bulent. Jonsson [36] and Jonsson and Carlsen [37] maintain that oscillatory flow near
the bed under waves in the coastal zone is always rough turbulent. The more recent
definition of GM [46] employs both smooth and rough turbulent regimes, which are
a reasonable match to the observations of Conley and Inman. The GM model in [46]
was also used to calculate the canonical laminar and turbulent wave boundary layer
profiles used in Chapter 4 and Appendix A. Given the variability of bottom condi-
tions on the shelf, it is not unreasonable to expect both laminar and turbulent wave
boundary layers. Vertical spacing of sample volumes at millimeter or finer intervals
is necessary in either case.

On a flat bed there are two horizontal length scales of interest, the wavelength and
the orbital excursion amplitude. The wavelength, A, scales the distance over which
wave velocities change. Wavelengths on the shelf are typically tens to hundreds of
meters. This does not seriously constrain the horizontal extent of the sample volume.
The orbital excursion amplitude at the bottom, Ay, can be calculated from linear

wave theory,
U aw 1

A m = - — - .
b w sinh(k,h) w (2.4)
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where k,, is the wave number, and & is the water depth. On the shelf the excursion
amplitude can range up to one or two meters, however, values from 10 cm to 50 cm
are typical. The field of turbulent fluctuations advected through the sample volume
is determined by Asn. Measurements of turbulent spectra may be biased if the
horizontal extent of the sample volume is not kept small compared to the excursion
amplitude. To illustrate this, consider the extreme case of a sample volume much
longer than A;,. Each measurement would be sampling essentially the same field of
turbulence, frozen in the sense of Taylor’s hypothesis and advecting back and forth.
However, it should be noted that DTT measurements appear to resolve scales of
turbulence much smaller than the path length [29, 75, 84]. This topic is explored in
greater detail in Chapter 4. While the turbulent response of these sensors is not fully
understood, the path length of a single volume does not appear to be a constraint in
the sense discussed here. |

The wave excursion amplitude also has some influence on the length scales of bed-
forms. These structures are produced under waves and currents when the bed is erod-
able and the bottom stress is sufficient to induce sediment motion. The mechanisms
involved are nonlinear and neither fully modeled nor understood [46]. Reworking of
the bed on the continental shelf may be largely an episodic process, with the bed-
forms seeﬁ by the flow normally those organized by earlier conditions. Sediment beds
are also commonly reworked by biological activity. For the case of wave generated
ripples in equilibrium with the flow, Wiberg and Harris have argued that bedform
scales are roughly determined by the ratio f%:l, where d, 1s a representative grain
diameter for the bottom sediment [87]. For éd‘l:l <=~ 5 x 103, the ripple wavelength,
Xy, and the ripple height, 7, are scaled by A,. Examination of the data suggests

their conclusion is valid for laboratory ripples with
Ay = 0.65A4, (2.5)

and

=~ 0‘1Abm (26)
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The ripple height was generally larger than é,, for the laboratory observations and a
well defined wave boundary layer could not form. The field data presented by Wiberg
and Harris, for Adh? >as 2 x 10%, shows a considerable degree of scatter, particularly
for 3. The mappings from ﬁ‘}:l to 3? and 3: are steep and do not appear to be single-
valued. In the field, many values of the ripple wavelength and height are observed for
the same value of Af:‘. The contention that these quantities scale with d, for large
values of %‘fl is only an order of magnitude approximation for the ripple wavelength
(A ~ 500d,) and has no validity for the ripple height. The ripple heights observed
in the field were reported to be generally smaller than 6, so that a wave boundary
layer could form. It should also be noted that there is little agreement between
the laboratory and field observations for the transitional range of %;ﬂ and the two
data sets trend differently outside that range. Neither data set could be used to
characterize or predict the other. Differences in bed response between the laboratory
and the field for flows which otherwise achieve hydrodynamic similitude have been
observed by other investigators (e.g., Conley and Inman [10]). The issue of a simple
predictive model for ripple geometry on the shelf remains open.

My own observations of ripple geometry, made while diving on instruments at
many shelf locations, include ripple wavelengths from 5 cm to 50 em and ripple heights
from 0.5 cm to 15 cm. Shapes have varied from sharp crests with shallow, flat troughs
to rounded, relatively symmetrical crests and troughs. The latter apparently were
produced by earlier, more vigorous flow conditions, followed by slow erosion and
spreading of the sharper features. Ripple fields vary from well organized, regular
patterns to relatively chaotic, bifurcating assemblages with no uniform orientation.
Size, shape, and orientation can change dramatically on very short (O(1m)) spatial
scales. Observations of the shelf have also included areas that are relatively featureless
on these scales or that exhibit disorganized, distributed roughness due to biological
activity or cobbles. Seaweed appears to have a low pass effect, inhibiting the pene-
tration of short period waves to the bottom in some instances. The shelf is dynamic
and the topography changes over time at any given site. These observations indicate

that bottom features can be a more severe constraint on sample volume size than the
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excursion amplitude. The flow near the roughness elements is not, in general, well
described by models. Making measurements among bedforms is difficult and requires
resolution of both horizontal and vertical velocities on fine spatial scales. The relation-
ship of physical roughness elements to the hydrodynamic roughness, the roughness
experienced by the flow, is also poorly characterized. As discussed at greater length
in Section 2.3.1 and in Appendix A, that area of investigation would benefit greatly
from an ability to measure near-bed velocity profiles simply and reliably on the shelf
(and in the laboratory). This is one of the principal tasks for which the BASS Rake
is designed.

Other boundary layer phenomena of interest include turbulence, bursting and
sweeping, streaming, and the viscous sublayer. It can be shown, on observational
and dimensional grounds, that the dissipation rate, €, depends on ! and v/, the char-
acteristic length and velocity scales of the largest eddies [39]. The largest turbulent
eddies scale with the boundary layer thickness and the shear velocity {39, 46] so the

dissipation scales as

i,
g~ —l' ~ ; (2.7)

For typical shelf values the dissipation rate is on the order of 1cm? - s73. Based

on a continuation of the dimensional argument, Kolmogorov’s microscale for viscous

n= (%3)% (2.8)

This is the length scale at which turbulent kinetic energy, which has cascaded down

dissipation 1s

from larger to smaller eddies, is dissipated by viscous forces. For the dissipation rate
given above, the viscous microscale is a few tenths of a millimeter. Measurement
intervals would need to be smaller than 7 to resolve the full extent of the inertial and
dissipating subranges of the turbulent spectrum. The dissipation scale is not resolv-
able by the existing techniques discussed in Section 2.3.2. In the inertial subrange
lower values of kn will be accessible to the extent that é,, and u.,, are well resolved.
Some additional comments on this topic, particularly as it applies to the BASS Rake,

are warranted.
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The desirability of multiple sensing volumes was established in Section 2.1. How-
evei', the circuit complexity, transducer size, and wiring harness bulk associated with
submillimeter transducer spacing over several centimeters makes vertical spacing finer
than millimeter scale doubtful in this situation. In the presence of a net advective
flow, however, finer measurement intervals can be achieved temporally as the field of
turbulent fluctuations, assumed frozen, is advected past the sensor. This approach
will work for the horizontal flow in the wave boundary layer. Therefore, while the
turbulent spectrum for k,n — 1, where k, is the vertical turbulent wave number, may
not be directly accessible from the near simultaneous measurements along a vertical
profile, the spectrum for k,n — 1, where kj, is the horizontal turbulent wave number,
should be. Turbulence in a shear layer is expected to be anisotropic only for values
of kep < 1 (i.e., for kiz = O(1), where k; is the turbulent wave number and z is
height above the bottom). The turbulence should be isotropic for larger values of k7
in the inertial subrange. It will be the noise level of the velocity measurement and
the effective size of the sample volume that limit the measurement of the spectra. As

1

noted, the electronic noise floor of BASS is 0.3mm - s™! and the DTT measurement

accurately records turbulent scales on the order of 1 mm. However, the intrusive ge-
ometry of the BASS Rake distorts the flow and raises the noise floor to O(3mm-s™1)

(see Chapter 5). If the microscale depends only on € and v, then dimensional analysis

w2 @)

which is on the order of 107! s and thus a velocity scale

suggests a time scale

Uy = tl = (ve)i (2.10)

which is on the order of 1 mm - s™'. Relatively high sampling rates, 20 Hz to 30 Hz
would resolve t,, are possible in bursts, with data written directly to RAM. Slower
serial transfers and storage to disk could be postponed. Velocity resolution on the

1

order of 107t mm - s™! is indicated. Those sample rates are realistic, but the finest

scales of velocity resolution are not. The sample rates and velocity accuracy are
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sufficient to resolve the primary wave flow where periods range from 5s to 20s and

discrimination of velocity differences on the order of 1mm - s7!

may be required.
However, the measurement volume is not easily reduced to the scale of 7. Resolution
of the inertial subrange will be limited by the effective dimensions of the DTT sample
volume for turbulence.

Bursting and sweeping are phenomena arising from the complex evolution of
the three dimensional vortical structures observed by flow visualization methods in
turbulent wall boundary layers. Detailed reviews have been written by Head and
Bandyopadhyay [32] and by Robinson [65]. A summary discussion can be found in
Kundu [39]. McLean, et al. [44] and Nikolaides, et al. [60], among others, have con-
tributed detailed observations. Briefly, vortices oriented parallel to the boundary and
perpendicular to the flow are distorted and stretched away from, bursting, or towards,
sweeping, the boundary. The phenomena are quasi-periodié and increase the vertical
exchange of horizontal momentum, the Reynolds stress. The sweeping of higher speed
water closer to the boundary has been observationally linked with the initiation of
sediment motion in a wave boundary layer [10]. Semi-empirical relationships predict-
ing the period and the cross-stream and streamwise spacing are given by Conley and

Inman [10].

Tsubm
I (2.11)
st~ 22 100 (2.12)
14
I, = Tyttom = 564, (2.13)

T is the period, s* and s are the dimensionless and dimensional cross-stream spacing,
and [, is the streamwise spacing. These expressions were originally derived for unidi-
rectional, turbulent flow, but they are in reasonable agreement with wave boundary
layer observations made in near breaking waves {10]. For shelf conditions, assuming
these relationships are valid, bursting and sweeping occur at a frequency of approx-
imately 3 Hz with spacing of 1cm cross-stream and 5cm along stream. Sampling

rates near 10 Hz and sample volumes smaller than 1 ¢m are indicated.
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Streaming is a second order steady flow that occurs in oscillatory boundary layers
where asymmetries exist. The horizontal variation of the horizontal velocity over a
wavelength causes a small, periodic vertical velocity because of continuity. If the
two velocities are not precisely in quadrature, due to dissipation for example, net
vertical transfer of horizontal momentum occurs. The result is a steady horizontal
flow. Batchelor suggests that the streaming velocity, u, is scaled by the irrotational
oscillation velocity, the wave frequency, and the wavelength [5].

Uy

Us ~ —— (2.14)

WAy

Equivalently, recognize that streaming is a function of the convective acceleration
terms in the equations of motion. Those terms are on the order of i compared to
the retained terms in the linearized boundary layer equations. This derivation can
be found in Appendix A. u may be identified as the maximum wave orbital velocity
immediately above the boundary layer and ¢, = ¢ as the phase velocity of the waves.
On the shelf u, is on the order of 10° mm-s~1 to 107! mm-s~! with the larger portion
of the range more common in shallow depths. These velocities are up to an order of
magnitude below the velocities of the turbulent microscale and would be difficult or
impossible to detect.

When the boundary is sufficiently smooth, a viscous sublayer forms beneath the
logarithmic layer of a boundary layer flow. Caldwell and Chriss made measurements
at 200 m in a quasi-steady tidal flow using a heated thermistor [8, 9]. Their analysis
of the measurements strongly suggested the existence of a 6 mm viscous sublayer in
the ocean. However, aspects of that analysis have since been questioned [27] and the
discussion of Section 2.3.2 casts some doubt on the accuracy of the measurements.
An instrument capable of resolving a laminar wave bottom boundary layer would also
be able to resolve a steady viscous sublayer of a few millimeters thickness. However,
the thickness of the viscous sublayer scales with the kinematic viscosity and the shear
velocity [39].

5, ~ Sv

(2.15)

U
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The viscous sublayer thickness beneath the wave bottom boundary layer on the shelf
will be less than a millimeter. As previously discussed, it is doubtful that spatial

resolution below millimeter scales can be achieved.

2.3 Previous Work with Existing Instruments
and Techniques

Research into the structure of the wave boundary layer in the laboratory has primarily
focused on monochromatic, bi-directional waves over relatively simple, non-erodable
bottom geometries. The comparatively rare field studies have been largely confined
to the near-shore region beyond the surf zone. Taken as a whole, the literature in this
area is fairly rich and the investigations cited below represent only a fraction of the
published record. Additional references can be found through the sources cited here.
Particularly notable in this regard are the concise summary listings in Agrawal and
Aubrey [2] and in Trowbridge and Agrawal [83]. Several of the data sets that do exist
are collected and replotted in Madsen and Wikramanayake [45] and in Madsen [46].

2.3.1 Models of the Wave-Current Boundary Layer

The structure and direction of the laboratory and field studies have been guided by
a number of analytical, numerical, and semi-empirical descriptions of the wave and
wave-current boundary layers. A brief digression to discuss some of these models is
appropriate. The models selected for mention were chosen to provide some historical
perspective on developments in this field and are not intended as an exhaustive list.

Based on earlier experimental work dating from the mid 1940s to the mid 1960s,
Kajiura proposed a three layer eddy viscosity model for a turbulent oscillatory bound-

ary layer in 1968 [38].! His earlier (1964) theoretical solution for the turbulent case

1The eddy viscosity and eddy viscosity models are discussed in Appendix A. In the sense used
here, the eddy viscosity is a model expressing the turbulent stress (primarily the vertical flux of
momentum known as the Reynolds stress, —u/w’) in terms of the velocity field in a turbulent
boundary layer. In general, a functional relationship between the stress and the flow variable(s) is
needed to close the set of equations describing the velocity field in a boundary layer. The kinematic
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was featured in the new model. Interestingly, that earlier work apparently repre-
sents the first solution to this problem. In the 1968 model, constant values of the
eddy viscosity were used in inner and outer layers with a linear variation in a tran-
sition region. This was done in analogy to the wall, log, and defect layer structure
of a steady turbulent boundary layer with the characteristics of the wave turbulence
averaged over a full cycle. The Kajiura model reproduced the gross features of the
boundary layer, but could not reproduce the structural details observed in the labora-
tory. Applicability was limited to monochromatic waves with no current and Kajiura
considered the characterization of the bottom roughness unsatisfactory. It should be
noted that characterization of the bottom roughness, particularly under waves and
combined wave-current flows, is still not a solved problem and remains an area of
active research (see, for example Mathisen and Madsen [47, 48], Appendix A, and
further comments below). Despite its shortcorriings, Kajiura’s work had consider-
able influence on later developments and several of his simplifying assumptions are
retained, with modification, in present models of the wave-current boundary layer.
In 1977, Smith proposed a fairly detailed, two layer eddy viscosity model for sedi-
ment transport on the continental shelf {73]. The model was semi-empirical, explicitly
combining the limited experimental results available with simplified formulations of
the physics of the fluid flow and the fluid-sediment interaction. The Smith model was
originally limited to co-directional currents and waves, but is otherwise quite similar
to the 1979 Grant-Madsen model then under development [24]. The most visible dif-
ference between the two models is Smith’s use of a continuous, piecewise linear, eddy
viscosity as opposed to the discontinuous, piecewise linear, eddy viscosity of the GM
model. The Smith model is notable for introducing a “proper basic fluid mechanical
input” [73] into a sediment transport model and for its attempt to characterize the

interaction of fluid and sediment under the complicated natural conditions of the con-

viscosity provides closure in laminar flow where the viscous stress is proportional to the spatial
derivative of the velocity across the boundary layer. The eddy viscosity provides an analogous
closure for turbulent flow. However, the eddy viscosity is itself a function of the flow, rather than
being a material property of the fluid. Thus the governing equation for a turbulent boundary layer
is, in general, non-linear.
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tinental shelf. However, Smith himself noted several weak points in the model. These
were a direct result of both the generally incomplete understanding of the physics
of turbulent boundary layer flow and fluid-sediment interaction and the paucity of
experimental data. It may reasonably be argued that the general understanding of
these phenomena is not significantly greater today, largely for the same reasons. Good
experimental data for unsteady turbulent boundary layers, particularly for combined
wave-current flows, remains scarce. Field measurements showing some evidence of a
wave boundary layer are limited to three recent near-shore experiments, all with rela-
tively coarse vertical resolution [17, 74, 83]. Further discussion of these investigations
can be found in Section 2.3.2. |

More recently, numerical models have been used to describe the wave-current
boundary layer. The eddy viscosity is usually determined as the product of charac-
teristic velocity and length scales. Depending on the complexity of the model, these
quantities may be functions of distance from the boundary, wave phase, and the ve-
locity. Typically, the velocity scale is the square root of the turbulent kinetic energy.
The length scale may be formulated in the sense of a Prandtl mixing length (see
Appendix A). The turbulent energy dissipation often enters into these formulations
as part of the closure. One example is the 1988 numerical model of Davies, Soulsby,
and King [13]. In this model the system of equations is closed by explicit equations
for the turbulent kinetic energy and the characteristic length scale in terms of the
flow variables. The boundary conditions on these quantities require that the eddy
viscosity vary linearly with distance from the boundary as the bottom is approached.
Linear variation of the eddy viscosity across the boundary layer is the form normally
assumed by semi-empirical models such as those of Smith and Grant-Madsen. The
accuracy of these models is a result of the dominant influence of the flow very near
to the bottom on the overall behavior of the boundary layer. As noted, numerical
characterization permits temporal variation and greater complexity in the formula-
tion of the eddy viscosity. For these reasons numerically determined velocity profiles
are often assumed to be accurate descriptions of the time or phase averaged flow in

the boundary layer. As such, numerical models are often used to test the accuracy of
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the simpler semi-empirical models [45)].

The semi-empirical GM model, which has been followed here, was first developed
in the late-1970s [24]. The model has evolved since that time and been evaluated
using higher order solutions [80, 81], numerical models [45, 46], and experimental
results [26, 47, 48]. The most recent formulation can be found in Madsen [46] and,
with some comparison to other models, in Madsen and Wikramanayake [45]. GM is
readily applied to field and laboratory data, including spectral waves and waves with
a crossing current at an arbitrary angle. Agreement with laboratory measurements is
generally good [25, 47, 48] and the model has made reasonably accurate predictions
about the current boundary layer above the wave boundary layer on the continental
shelf [26]. It enjoys a wide, if not universal, degree of acceptance among the semi-
empirical models. However, the physics of turbulent boundary layers is far from fully
understood [65]. Madsen has, on several occasions, assessed the accuracy of wave-
current boundary layer models, including GM, at no greater than 10 % to 20 % [46,
47, 48]. This assessment should not be neglected when applying these models.

One particularly weak area is the specification of bottom roughness. In common
with other boundary layer models, the bottom roughness experienced by the flow
is a user input to the GM model. The hydrodynamic roughness is known to de-
pend, sometimes quite strongly, on the geometry, physical scale, and active motion of
the roughness elements and bedforms {25, 46, 47, 48]. However, while the equivalent
roughness of closely packed, immobile cobbles may simply scale up from that of closely
packed, immobile sand grains, the equivalent roughnesses of distributed cobbles, bi-
ologically generated sand piles, ripples of various shapes, heights, and wavelengths,
and actively moving bedload and bedforms is not well understood. The data base,
derived largely from laboratory experiments, remains sparse and the results show
considerable scatter. As a result, the equivalent roughness is not well modeled, even
in an empirical sense. Estimates of the roughness for typical field conditions are, at
this time, only approximations based on experience and intuition. This concern is
discussed at greater length in Appendix A. One task of the BASS Rake, with its

ability to make vertically detailed, near-bottom velocity profiles, will be to address
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this issue.

Several cautionary notes are also in order here. Recall that these models describe
the time and phase averaged behavior of the flow. Measurements include a turbulent
component of the velocity field that is not part of the model solution. Therefore,
measurements must be averaged for legitimate comparison to the models. Averaging
has the added benefit of reducing the stochastic measurement errors caused by inher-
ent sensor noise. Fortunately, the electronic noise level and the errors associated with
flow distortion by the sensor head are quite small, 0(0.3mm-s~') and O(3mm-s™1).
Additionally, measurements along a single line, such as a BASS Rake profile, will not
be able to map the complex, changing, three dimensional structure that turbulent
flow is generally recognized to exhibit [32, 44, 60, 65]. However, resolution of some
statistical properties of turbulence in the WBBL is possible with the BASS Rake.
This was discussed in Section 2.2. Further discussion of the structure of the WBBL

and the GM model can be found in Appendix A and the references.

2.3.2 An Assessment of Existing Instrumentation

The characteristic scales of flow in the continental shelf WBBL were discussed at some
length in Section 2.2. For the purposes of this assessment it should be added that
conditions on the continental shelf are typically more complicated than those that can
commonly be created in the laboratory or in a model. For example, the near-shore
wave field is spectral rather than monochromatic. Fortunately, wave energy is often
predominantly localized in one or two frequency bands within the broader spectral
distribution, permitting some simplfying assumptions in applying models to the data.
Examples of near-shore wave spectra can be found in Agrawal and Aubrey [2], Conley
and Inman [10], Lukasik and Grosch [42], and the BASS Rake field prototype data
presented in Chapter 6. Similarly, while the near-shore wave field is not uniaxial,
there is a strong tendency for wave velocities to be shoreward. However, steady and
quasi-steady near-shore tidal currents tend to flow along-shore. Farther off-shore the
wave field is still spectral and flow directions are generally less constrained. Crossing

waves and currents are not readily achieved under most laboratory conditions and
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are not featured in many of the semi-empirical models. GM is one of the exceptions.

It is important, particularly when making a profile measurement, to recognize that
conditions on the shelf are not generally stationary. One of the limitations inherent
in many of the instruments described below is dependence on a single measurement
volume which must be mechanically scanned through the boundary layer to obtain
a profile. The scan rate is limited by flow disturbance considerations and by the
noise level of individual measurements. Many of these devices require averages over
several to many measurements to achieve good velocity resolution. It may take several
hours to construct even a coarsely resolved profile. Vertical correlations through
the boundary layer are not available using these devices and profiles are necessarily
ensemble averages over many wave cycles. Clearly such a profile is only meaningful
during stationary conditions. Multiple sample volumes spanning the WBBL also
permit a direct, correlated measurement of 4., the forcing velocity above the wave
boundary layer. This was discussed in Section 2.1. These are the primary scientific
motivations for multiple sample volumes in the design of the BASS Rake. A practical
objection to mechanical scanning is the well established propensity of moving parts to
foul and jam in the ocean environment. Densely spaced, multiple sample volumes are
not necessarily an option with other techniques. Restrictions are commonly due to
difficult operational requirements exacerbated by the additional sensors or prohibitive
increases in flow distortion. The operational requirements and flow distortion created
by the BASS Rake sensor head are largely independent of the number of acoustic
axes.

Shelf bottom characteristics are spatially variable over a wide range of length
scales and, because sediment is erodable, variations on a range of time scales also oc-
cur. As mentioned above, Conley and Inman reported an asymmetry in bed response
between wave crest and wave trough observed in the field which is not reproduced in
laboratory experiments that otherwise achieve hydrodynamic similitude {10]. Agrawal
and Aubrey observed a similar asymmetry in turbulent intensity during the wave cy-
cle [2]. The general conditions outlined here and in previous sections demonstrate the

need for detailed and accurate in situ measurements and suggest the characteristics
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needed to successfully image the WBBL. Fine scale measurement capabilities alone
are not sufficient; a sensor must be able to function reliably in the field, not just in

the laboratory.

2.3.2.1 Hot Wires, Hot Films, and Heated Thermistors

The first class of sensors to be considered includes hot wires, hot films, and heated
thermistors. These devices are sensitive primarily to flow speed and only weakly to
flow direction. The lack of directionality requires e priori knowledge of flow conditions
to resolve. Such knowledge is generally available in the laboratory, but not necessarily
in the field. Mildly directional versions can be made using multiple elements in a
crossing geometry. Because of the sensor supports, these arrangements will have
a strongly preferred principal direction of flow. They will not be omnidirectional
and may not be usable in oscillating flow. The crossing geometry also increases the
sample volume, which is otherwise determined by the dimensions of the element and
the boundary layer that forms around it. Note that the sample volume 1s a function
of the flow. Characteristic dimensions of 0.5 mm and larger are typical. The shape of
the volume depends on the geometry of the sensing element and its orientation to the
flow. These are necessarily intrusive sensors. The sensing element and its supports
always cause some level of flow distortion. The degree of disturbance depends strongly
on the geometry of flow, element, and supports.

These sensors function by measuring heat loss to the surrounding fluid. The loss of
heat in;:reases with both the relative velocity and the differential temperature between
the sensing element and the fluid. Temperature sensitivity is reduced by calibration
at expected ambient temperatures and by holding the heated element 10°C to 20°C
above expected ambients. The operating temperature is held constant by monitoring
the element’s electrical resistance, R, and adjusting the electrical current, ¢, to keep
R constant. The heat loss is :°>R. Each element must be carefully and individually
calibrated to determine the mapping from heat loss to fluid speed for a given ambient
temperature range. Ideally, calibrations should be obtained in turbulent or oscillat-

ing flows to include the effects of heat transfer through the unsteady boundary layer
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around the element in the dynamic frequency response [28]. Changes in the heat
transfer properties due to fouling, contamination, and corrosion can be rapid, par-
ticularly for smaller elements. Such changes cause the non-linear response to drift,
sometimes dramatically, and can quickly invalidate the measurements.

These devices have a number of features and capabilities which have led to wide-
spread use for fluid dynamic measurements. They also have several limitations which
do not recommend them for field use on the continental shelf. Hot wires can resolve
a few tenths of a millimeter per second in the laboratory by averaging many mea-
surements taken at high sampling rates, O(10? Hz). Resolution degrades under less
controlled conditions. Their normally small size and wide bandwidth allow broad-
band measurements of turbulent spectra. However, they are quite fragile physically
and can be extremely sensitive to fouling, contamination and corrosion. Calibration
can be lost in a few seconds, depending on the concentration and type of suspended
material. Fouling is particularly rapid in natural flows where suspended material is
commonly filamentous. Ocean water, because of the salt content, enhances contam-
ination and corrosion compared to fresh water use. The delicacy of the wires makes
cleaning, especially by the mechanical means that might be employed cyclically in a
field instrument, rather dubious. Hot wires have a long history of successful labora-
tory use, commonly in wind tunnels where the rapidity of fduling is greatly reduced.
Some manufacturers suggest that their use be restricted to gaseous flows, however,
they have been used in encapsulated form in the ocean by Gust [28]. Gust used coaxial
metal tubing to increase strength at the expense of greatly reduced bandwidth. The
time constant of the response was estimated to be a significant fraction of a second.
Reduction of the bandwidth to a few Hertz is a common result when heated sensing
elements are made more rugged for field use. Fouling, contamination, and corrosion
remained significant problems for the metal-clad hot wires and in situ cleaning re-
peated at three minute intervals was necessary. Deployments were restricted to a few
hours. A large array of these devices would present many operational problems, par-
ticularly in the energetic, near-shore zone where concentrations of suspended material

are often high. The lack of strong directionality, the need for a principal direction of
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flow, and the restriction to very short, often labor intensive, deployments also suggest
they are not suitable for dynamically imaging the WBBL.

Hot films are larger and mechanically tougher than hot wires. Bandwidth is
reduced, but still amply sufficient for turbulent spectra. Flow speed resolution is
typically millimeters per second to centimeters per second, achieved by averaging at
high sample rates. As with hot wires, fouling is a critical problem and calibration
can be lost in less than a minute. Hot films can be mounted on a substrate, often
quartz, to improve ruggedness or fouling characteristics, but the thermal mass and
conductivity of the substrate can limit response time or restrict use to a preferred flow
direction. For example, fouling can be slowed by mounting the film as a frustrum
band on the surface of a conical substrate oriented into the flow. This geometry
inhibits entanglement of filamentous suspended material, but it can only be used in
unidirectional flow and would have little utility in an oscillatory boundary layer.

Hot films have been used successfully in several field experiments. Hart, Clark,
and Jasentuliyana used hot films to construct profiles in the turbulent boundary layer
above rocks in a fresh water stream [30]. A single film, mounted on a hand held rod,
was oriented into the prevailing flow and manually positioned at each of six heights
from 1 mm to 10 mm above the surface of the rock at selected locations. The film was
cleaned by hand using a fine, sable hair brush irnmédiately before each data run. Data
were collected at 256 H z for only 4 s in each run because of the rapid loss of calibration
due to fouling. Measurements were channeled directly to a PC for bulk storage and
processing. After each set of runs the film was cleaned in a 5 % solution of acetic acid.
Once or twice each day the film was calibrated in the field by towing it through a still
water bath. The films broke frequently during use and handling. These precautions
were clearly very labor intensive and were not always effective. The authors report
that fouling by “particulate and dissolved contaminants” and bubble formation on
the heated film caused a number of variations in the data. Variations were also caused
by changes in the discharge rate of the stream during data acquisition. Both effects
were controlled for with replicate data sets. Each data point is an average over many

realizations and depends, to some extent, on a steady and relatively stationary flow.
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Those conditions are not generally found on the shelf. The quality of this data set
is due to great care in acquisition and processing by the authors and to the nature
of the flow and the field location. Their experiment was successful, but Hart, et
al. contend, based on their experience, “that hot-film anemometry is unsuitable for
field use.” Their procedures are clearly unsuitable for instrument deployments of any
duration on the continental shelf. This would be particularly true for the interesting
fluid dynamic conditions of a storm and for instruments with many sensing elements.

Conley and Inman used a pair of hot films to measure near bed velocities in a few
meters of water under near-breaking waves [10]. The experiment took place adjacent
to a pier so that data generated by the 128 Hz sample rate of the sensors could be
cabled directly to a shore based computer. The films were attached to a rod that
could slide vertically on a light frame. The mounting gave the films 1 cm along-shore
and vertical separations and oriented them to measure on-shore and off-shore flow.
The frame also supported a pressure sensor and an EM current meter at a height of
50 cmab. Before each run the rod was raised by divers to place the hot films level with
the current meter for in situ calibration and then lowered so that the bottom film
was approximately 1cmab. Run durations appear to be limited to 60s. Operation
required a number of other adjustments before each run to account for the dynamic
nature of .the fluid-sediment interface at this site. All adjustments were apparently
made by divers. The elevation of the pressure and EM current sensor precluded direct
measurement of u., in the absence of a dynamically measured profile.

The films used by Conley and Inman were designed by TSI, Incorporated for use
in electrically conductive fluids such as sea water [10]. The manufacturer states that
salt water, particularly sea water, tends to be the liquid that most limits lifetime of
these sensors. Operating lifetime in water, even in clean water, varies from a few
minutes to tens of hours and frequent cleaning is suggested [96]. The failure mode
is generally rapid delamination of the protective (quartz) coating. In their reported
results, Conley and Inman focus on visual records of the bottom obtained from a
video camera mounted on the frame. The discussion of hot film calibration and

behavior is abbreviated and readers are referred to an earlier paper by coworkers for
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a more detailed assessment. In the referenced paper, Flick and George reported many
difficulties with breakage and calibration drift [16]. They only used the films because
they felt that no other instrument then available (1990) could be used successfully in
the surf zone due to the presence of bubbles and debris. They specifically included
laser Doppler velocimeters and acoustic techniques in that assessment, adding that
the size of these instruments and the accompanying flow disturbance also precluded
their use. One is left with the clear impression that they would happily have dispensed
with the hot films forever given some alternative. Their experience seems similar to
that of Hart, et al. [30].

Quite recently (1994), Foster used a diagonally offset, five element array of hot
films to profile from 1 cmab to 5 cmab with 1 cm vertical spacing [17]. Measurements
were made in 2m depths under breaking and near-breaking waves close to the crest
of a sand bar and adjacent to a pier. All data were cabled to shore for logging and
processing. The array was calibrated in situ with an EM current meter mounted
14 crmab for 10 minutes before each run. The array was then removed from the water
to be repositioned vertically on the sensor mount, and redeployed for 34 minutes.
The effective sample rate was 256 Hz. The films were fabricated by TSI and the
manufacturer’s evaluation of the Conley and Inman films applies here as well.? There
is no discussion of sensor cleaning or response drift during the deployment. One
34 minute run was selected by Foster for analysis. Changes in sensor response due
to suspended sediment were estimated, based on a theoretical model, to be less than
5% and therefore ignored. This is not unreasonable given the estimated 10 % to 20 %
accuracy of WBBL models [46, 47, 48]. One film exhibited unstable gain, possibly
due to fouling, and could not be used. Acceptable data returned by the remaining
four films varied from 23% to 68 %. The EM current meter record from 14 cmab

was used to derectify the flow speeds registered by the hot films. The results show

2For the record, the author does not wish to imply by this any criticism of TSI in particular. TSI
produces a selection of fine sensors that are widely and successfully used in a variety of situations.
TSI should be applauded for their honest evaluation of the performance limitations that are simply
inherent with sea water immersion. Heated element sensors, regardless of the manufacturer, have
many significant problems associated with their use in the ocean. An alternative technique that
avoids those limitations is needed.
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some evidence of a wave boundary layer several centimeters thick. However, the
measurements are quite noisy, with reported standard deviations on the order of
10cm - s7! for upm =~ 40cm - s71. This is larger than the calculated shear velocities.
The averages do not achieve a strong match with the models. Of course, the weakness
in this case may well be the models. Conditions during the experiment were dynamic
and rapidly changing. The operational difficulties associated with hot films are again
evident. These near-bed dynamic profile measurements, a first, also demonstrate the
difficulty of interpretation inherent in real flows and, therefore, the need for more and
better data.

As mentioned above, the accuracy of hot wires and films is, to some extent,
achieved by averaging over the many realizations made possible by high sampling
rates. The sampling bandwidth is also useful in studies of turbulence. However, the
high data rate has a tendency, not insurmountable, but certainly exhibited in the
experiments discussed here, to tie the instrument to shore based power and logging
facilities. The need may be inescapable for an instrument of this class built with
many sampling elements. An infrastructure requirement of this nature, like the labor
intensive approach, sharply restricts possible sites of WBBL study. This will also be
characteristic of the optical instruments to be discussed below.

BASS instrumentation is not limited in this rﬁanner. BASS has very high sin-
gle measurement accuracy [53, 90, 92} and an established record of multiple sample
volume ocean current and turbulence measurements [19, 54, 75, 90]. A typical deploy-
ment includes 20 to 28 acoustic axes and the work to be presented in Chapters 3 and 5
demonstrates the feasibility of an increase to approximately 100 paths. The high sin-
gle measurement accuracy sharply reduces the sample rate and therefore the data
storage requirements. Until disk capacities increased, BASS also employed in situ
processing [19, 54, 91]. Fast electronics allow for very low power operation [90].
Other characteristics of BASS were discussed in Section 2.1. Many long duration,
unattended, multiple sample volume deployments have been successfully completed
on the shelf in recent years [93]. Chapter 6 describes the unattended, twenty-four
day deployment of the BASS Rake field prototype in 3m of water, 30 m off-shore
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from a local beach. Profiles were continuously recorded at 1 Hz for a range of calm
and storm conditions for most of December, 1996. The unit was self-contained, inclu-
sive of battery power and data logging. The deployment was terminated only when
strong wave forcing during a storm deformed the anchors, pulled them out of the
bottom, and rolled the entire quadrapod frame onto its side. Although no longer in
the boundary layer, those acoustic axes that were not physically sheared off the tine,
during the period of active slamming while the anchors were torn out, continued to
function.

The use of heated sensing element devices extremely close to a boundary raises
an additional concern. The boundary layer that forms around the heated element
contributes significantly to the calibrated response function of the sensor. As the
bottom is approached, the sensor boundary layer is deformed, altering the response
of the instrument. Sufficiently close to the bottom the calibration can no longer be
considered accurate. If the sensing element is in contact with the bottom, a boundary
layer no longer surrounds it and calibration is lost. Attendant fouling and contami-
nation from the contact may prevent restoration of the response by simply raising the
element. In many cases, the contact by hot wires and films will permanently damage
the element [30]. Proximity may be a problem for the two hot film studies described
above, nevertheless, the data sets are of interest and clearly demonstrate some of
the trade-offs associated with the use of these devices in the field. The concluding
remarks on the metal-clad hot wires of Gust, above, are applicable to the work with
hot films as well. The performance of a BASS acoustic axis in the immediate vicinity
of the bottom is discussed at length in Chapter 4.

Heated thermistors have also been used successfully in the ocean. They operate
under some of the restrictions necessary for hot films and wires, however, heated
thermistors are commonly encapsulated. In this form they exhibit greater mechanical
robustness than films and wires, but much reduced bandwidth. The time constant of
the response may be a significant fraction of a second. A correction can be made in the
case of a sinusoidal, or nearly sinusoidal, signal [42], but accuracy is affected for more

complicated inputs, especially at higher frequencies. Encapsulation can decrease, but
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not eliminate, sensitivity to fouling and contamination. Like hot wires and films,
heated thermistors are not directional. Accuracy, in the laboratory, is similar to hot
films [9]. Sampling rates are typically much lower, often a few Hertz or less, because
of the slow response [8, 9, 42].

A widely cited series of experiments was conducted in 1978 and 1979 by Cald-
well and Chriss [8, 9]. A heated thermistor was vertically traversed by a crank and
piston over a repeated 1 minute cycle. The profiler was attached to a frame sitting
on the bottom at a depth of 200m. At the top of the traverse the heated thermis-
tor was approximately 20 cmab. At the lower extreme the sensor was 1¢em to 2cm
below the fluid-sediment interface. The thermistor signal and the piston position
were recorded every 1.5s. These values vary somewhat depending on the experiment.
In one case, for example, a profile with approximately 1 cm vertical resolution from
1cmab to 20 cmab and finer resolution below that was constructed by averaging the
results of all traverses taken during one hour near peak tidal flow. The averaging was
also used to remove the considerable wave signal. The direction of flow was estab-
lished from a Savonius rotor and vane mounted on the frame approximately 60 cmab.
A fixed brush was positioned near the top of the traverse with the intent of removing
contaminants from the sensor as it passed. The thermistor was calibrated after the
experiment by towing in an annular bath chilled to the ambient temperature recorded
at the site. No in situ calibrations were performed.

Based on the constructed profiles, the authors argued that they had detected a
6 mm thick viscous sublayer [8] and evidence for multiple scales of bottom rough-
ness [9]. The conclusions were based on a small portion of the collected data and
have since been questioned by Grant and Madsen [27]. Grant and Madsen argued
that the method of analysis was flawed and, in particular, did not support the con-
clusion of multiple roughness scales. The detection of a viscous sublayer is difficult
to evaluate. Cleaning and calibration procedures are not described at any length by
the authors and there is no mention or discussion of the effects of fouling and con-
tamination due to repeated insertion into the bottom. It would be quite surprising if

this was negligible. Realistically the data are a little weak and the conclusion should
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be questioned; the evidence for a sublayer depends on the response of the thermistor
when the boundary layer around it is maximally distorted and fouling is greatest. It
is noted that a linear velocity profile indicating a viscous sublayer was apparently not
seen in other parts of the data set and no similar measurements or detections have
since been made by other investigators. Although this study appears to be flawed,
it is interesting that the thermistors were sufficiently tough to continue functioning
despite the rough handling. These devices could, presumably, survive in the surf
zone, but their lack of directionality and low bandwidth would still prevent them
from dynamically imaging the WBBL.

In 1963, Lukasik and Grosch unequivocally detected the presence of a wave bound-
ary layer beneath ocean swell using a heated thermistor [42]. The measurement was
made under swell in 12m of water approximately 400 m off-shore of Block Island,
Rhode Island. This apparently little known study is the earliest field measurement of
a wave boundary layer of which I am aware. The forcing pressure above the boundary
layer was sensed by a pressure sensor mounted flush with the bottom. This is con-
sistent with a linear governing equation (Appendix A), which assumes the dynamic
pressure is constant across the (thin) bottom boundary layer. Note that, unlike most
field experiments, this is a direct measurement of the forcing term in the linearized
governing equation for the boundary layer, rather than a surrogate velocity or pres-
sure measured well above the boundary layer. Constant velocity tows in a small tank
were used to calibrate the steady state response. The frequency response of the sen-
sor was also determined in the laboratory and a correction for the estimated time
constant, 7. = 0.3 s, was applied to the measurements. Swell periods ranged from
5s to 18 s with peaks at 8 s and 13s. The thermistor was positioned by divers and
data were collected for 30 minutes at each of four heights. Instrument outputs were
continuously recorded by stylus on paper tape and manually digitized at 1 Hz in post-
processing. During digitizing the flow speed sensed by the thermistor was manually
mapped to velocity perpendicular to the shoreline. The authors confined themselves
to a frequency domain analysis because of the spectral nature of the swell.

The detection was based on the phase difference between the pressure signal and
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the derived thermistor velocity. The highest thermistor position was 38 cmab and the
two signals were shown to have the same phase at that height. This is the expected
result. At its lowest position, the thermistor was half buried in the sand bottom.
Clearly, because of fouling and element boundary layer distortion, this placement
changed the response of the sensor. This is not discussed by the authors and their
claim that this measurement uniformly. averages the velocity over the exposed height
is not supportable. However, it is primarily the magnitude of the response that
changes. The phase of the response will be weakly affected as long as the response
time, 7;. = 0.3 s away from the boundary, remains small compared with the wave
period. Even if this is not the case and 7. is raised significantly by the contact, the
detection of the wave boundary layer remains valid. Independent of changes in 7,
the response to flow past the thermistor must show a phase lag, ¢,y < 90°; heat loss
has a first order transfer function [62]. The bottom velocity measured by Lukasik and
Grosch led the forcing velocity, as measured by the pressure sensor, by approximately
10°. A lead of this magnitude could only be caused by the bottom velocity leading the
forcing velocity. A phase lead is predicted by models of both laminar and turbulent
wave boundary layers and is observed in laboratory studies [35, 46]. The measurement
was imprecise for the reasons noted, but the evidence for this early field detection of
a wave boundary layer is quite clear.

It is interesting, from the perspective of 1997, to note that Lukasik and Grosch
were only aware of the laminar solution for the wave boundary layer when they
published in October 1963. The detailed laboratory measurements of Jonsson were
published in the proceedings of a conference held in London in September 1963, one
month earlier, and were almost certainly not available to Lukasik and Grosch as
they wrote their paper [36].® Kajiura did not publish his analytical solution for the
turbulent WBBL, predicting a 30° phase lead, until the following year, 1964. The

3Actually, it is unlikely that the Jonsson measurements would have alleviated the confusion had
they been available. The wave boundary layer generated by Jonsson in an oscillating water tunnel
was intended to be fully turbulent. It should have been, given the value of the wave Reynolds
number, but the measured phase lead of the boundary layer velocity was clearly that of a laminar
WBBL. The measurements of Jonsson and this curious result are discussed in Section 2.3.2.2
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laminar phase lead at the bottom is & 45°, but the turbulent phase lead, predicted by
modern models (e.g., GM) and confirmed by experiments (e.g., {35]), is only = 10°.
Without that knowledge, Lukasik and Grosch were unable to explain the phase lead of
10° to 15° they observed, a phase lead now known to be characteristic of a turbulent
or transitionally turbulent wave boundary layer. Having said this, it should also
be noted that the phase lead and flow regime in the WBBL during this experiment
cannot be determined with great precision because of the contact with the bottom.
The actual lag of the sensor is bounded, but unknown. It may have been larger than
the expected value for which the authors corrected and the actual phase lead of the
boundary layer may have been larger than the reported 10° to 15°. WBBL phase is
discussed in Appendix A. Observing the relative phase of the WBBL is one of the
preliminary targets of the BASS Rake field prototype discussed in Chapter 6. Some
of the difficulties associated with this target are discussed in Chapter 4.

The discussion of heated element sensors has been lengthy because their popularity
and wide usage required a detailed assessment. They possess a number of good
qualities for boundary layer measurement and have been used with some success in
the field to produce interesting and important results. They also have a number of
weaknesses, most notably lack of directionality, fragility, and extreme sensitivity to
fouling, which sharply restrict their utility in the field. This is clear from reports, both
published and unpublished, of their use. Most of those problems would be greatly
increased in an instrument with many simultaneous sample volumes. This should not
be interpreted as a general indictment of this class of instruments; heated elements
are clearly the right sensor for some situations. However, dynamically imaging the
WBBL on the continental shelf is arguably not one of them. Rather, in common with
the techniques below, these sensors are a complementary approach, each bringing a
particular set of strengths to the problem of understanding the bottom boundary

layer.
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2.3.2.2 Mechanical Techniques

In the late 1960s, Sleath developed an instrument to sense near bed wave speeds
in a wave tank [71, 72]. The sensor operated by measuring the tension in a long
(7.62cm), thin (.0254 mm), glass fiber held parallel to the bed and perpendicular to
the direction of flow. In its favor, this approach has a sample volume with a small
vertical extent and was robust in laboratory usage. Fairly high accuracy was obtained,
primarily by phase averaging over several realizations under the relatively stationary
conditions achieved in the laboratory. The response is non-linear and the output was
subject to drift. Sleath compensated for the offset in the laboratory by taking the
value of lowest tension in monochromatic flow as a new zero. Drift changes in other
calibration parameters are not discussed. As with the heated element sensors, the
measurement is necessarily intrusive. Some level of flow distortion is always caused
by the sensing element and its supports. The fiber senses only speed and must be
oriented perpendicular to the flow. Flow direction must be known in advance. The
response to oscillating flow was mildly asymmetric.

Sleath made measurements with high vertical resolution within a millimeter of
impermeable and deep sand beds in a laminar wave boundary layer. He is appar-
ently among the first to accomplish this. Wave parameters were selected such that no
sediment motion occurred [72]. Strikes by grains suspended in the water column or
saltating during bed load transport would have corrupted the tension measurement.
Clearly fouling would have a similarly detrimental effect. Both are known hazards
of near bed measurements in the field. The cantilevered bar and strain gauges used
to sense the tension in the fiber would also be subject to loss of calibration through
fouling. Multiple wires would compound these problems and increased the flow dis-
tortion. In short, objections to the use of heated element sensors in the field apply
here as well.

Surprisingly detailed sets of wave boundary layer profiles were made in 1963 by
Jonsson [36] and in 1976 by Jonsson and Carlsen {37]. The measurements were made
with a micropropeller spinning about a vertical axis in an oscillating water tunnel.

The propeller was illuminated from one side by a small lamp and a photodiode on
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the other side sensed variations in the intensity of forward scatter from the lamp.
The output signal from the diode was counted to derive angular velocity. The sensor
had been developed previously by Jonsson. Calibration with known flows defined a
mapping to fluid speed. As with all of the devices discussed so far, the propeller was
a speed sensor and flow direction had to be determined by other means. The lamp,
propeller, and diode were located along a line perpendicular to the oscillating velocity
to reduce the flow disturbance. Measurements at each height in the constructed
profiles were phase averages over 25 or 50 wave periods. The apparatus did not have
sufficient bandwidth to be sensitive to turbulent velocities.

Both studies used large, two dimensional roughness elements to create artificially
thick wave boundary layers with vertical extents of several centimeters [36, 37, 46].
The propeller had a vertical extent of 5mm. The vertical extent of the sample
volume over which velocities were averaged with some weighting is presumably at
least that large. The results of the parametric model presented in Chapter 4 show
that this is too large to make accurate measurements in the thinner wave boundary
layers typical for the continental shelf. The closest approach to the bed with this
instrument was approximately 5 mm. While it would not be impossible to adapt this
technique for use in the field, it would still lack directionality and sensitivity to fouling
and contafnination would clearly be high. The lamp, propeller, and diode cause a
significant distortion of flow even when perpendicularly oriented. Multiple sample
volumes could not be closely space because of the physical size of the components
and thé resulting disturbance of the flow. While modern optical fibers and smaller
propellers could reduce the distortion, susceptibility to fouling and widening of the
response deadband would increase.

There is a curious aspect to the Jonsson/Jonsson and Carlsen measurements. This
was briefly touched on during the discussion of the Lukasik and Grosch experiment in
Section 2.3.2.1. Jonsson and Carlsen based their characterization of the wave bound-
ary layer they generated as fully turbulent on a boundary layer Reynolds number,
#mbe [36]. In the GM model it is the wave Reynolds number, T %ﬁl, that

characterizes the transition. The relationship of é,, to A, involves other, variable,
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parameters of the flow so that the connection between the two Reynolds numbers
is not clear. However, the wave Reynolds number can be easily calculated from the
reported data and is at least on the order of 10°. According to the results of Jensen,
Sumer, and Fredsde, undertaken in the same forced oscillation water tunnel used by
Jonsson and Carlsen, this should indeed be fully turbulent flow with a 10° boundary
layer phase lead [35]. The problem, as mentioned in Section 2.3.2.1, is that the mea-
surements of Jonsson and Carlsen show a 40° to 45° boundary layer phase lead [36, 37].
Jonsson actually states that the lead is 25° [36]. The assertion is apparently based on
the measured velocity maxima. However, the smoothed velocity curves fitted to the
measurements distinctly exhibit the larger, 40° to 45°, lead. The smaller value, even if
correct, would not resolve the problem. It should also be noted that the near-bottom
velocity measurement was made 3.5 mm above the theoretical bed. The phase lead
there is expected to be less than the maximum value by 5° to 15°.

Appeal can be made to only a few differences between the experiments. Jensen, et
al. made their measurements using a two axis laser Doppler velocimeter* This is an
unlikely explanation given the 8 s to 10 s wave periods used and the number of wave
cycles over which measurements were averaged. Jensen, et al. operated the tunnel
closer to its natural resonance and were thus able to suppress second and third har-
monics to negligible levels. The contribution of the second and third harmonics to
the velocity was 10 % in the Jonsson and Carlsen experiments. Those components of
the velocity were therefore in the laminar range of the wave Reynolds number, but
it is unclear how they could have changed the overall phase lead. Maximum wave
velocities were similar, although those of Jonsson and Carlsen tended to be larger.
The remaining candidate is the roughness elements. Jonsson and Carlsen used two
dimensional, triangular, concrete ripples either 0.6 cm or 2.4 cm high. Jensen, Sumer,
and Fredsge used both the smooth bottom of the tunnel and sheets of tightly packed
sand one grain thick and glued to the bottom. Grain diameters were either 0.35 mm
or 1.5mm. Assuming there is not something fundamentally flawed in the measure-

ments reported by Jonsson and Carlsen, this behavioral difference of the flow has

4The operation and performance of LDVs are described in Section 2.3.2.4.
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profound implications for laboratory research where the use of large, two dimen-
sional, roughness elements is common. Many, perhaps most, studies do not make
correlated measurements of the forcing and bottom velocities. The phase difference
would not be readily apparent. This may, in fact, have some bearing on unresolved
discussions in Madsen [46] and in Mathisen and Madsen [47, 48].

In closing this section it is interesting to note that the 1963 measurements by
Jonsson were used extensively by Kajiura in the formulation and testing of his model

of the turbulent wave boundary layer [38].

2.3.2.3 Acoustic Instruments

Acoustic Doppler current profilers (ADCPs), first built in the early 1980s, are widely
used from a variety of stationary and moving platforms to measure the velocity profile
over a range of spatial distances. Meters to tens or hundreds of meters are typical.
The measurement is made by range gating the back scattered acoustic energy from
paired beams angled away from the nominal line of the profile. The Doppler frequency
shift of the return in each range bin indicates the along beam velocity averaged over
the beam width and range gate defined volume. Geometry and an assumption of flow
homogeneity for the volume of water spanned by the beams yields the velocity vector.
The energy is scattered from suspended material and bubbles. A typical angle of in-
clination from the profile line for the oppositely tilted beams is 30°. Commercial units
with up to 128 range gates, ranges adjustable from 5m to 200 m, and update rates of
4 Hz to 5 Hz are available. Operating frequencies are generally a few hundred kilo-
Hertz. Shorter range, downward looking units have been mounted a few meters above
the bottom to profile the bottom boundary layer on numerous occasions. Greatly in
their favor, ADCPs sense multiple sample volumes within a small window of time
and are relatively non-intrusive. They have proven field capability and ruggedness.
However, ADCPs are not well suited to the task of resolving the small scales of the
WBBL.

To begin with, the transducers of an ADCP are mounted in a common central

housing and the beams diverge as range from the housing increases. The beam sepa-
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ration at the bottom for the downward looking installation described is much larger
than normal excursion amplitudes. In some cases it may be a significant fraction of
a wavelength. The assumption of flow homogeneity needed to derive the velocity is
simply not valid. This weakness has actually been addressed and solved by Hay and
co-workers [31]. They mounted the transducers separately and oriented them inward
to ensonify a common volume above the bottom. Spatial resolution depends, in this
case, on the beam width and the range gate.

ADCP measurements depend critically on averaging many realizations to achieve
accuracy on the scale of the sample volumes. Acquisition of a sufficient suite of
realizations can occupy a significant fraction of a wave cycle. Standard deviations of
several tens of centimeters per second are the norm. Range resolution is limited by
the operati.ng frequency. A practical determination of the Doppler shift requires many
cycles of the returned acoustic signal. The range bins of most ADCPs extend over
at least a meter along the beam. For example, Gartner and Cheng report a recent
study undertaken in San Francisco Bay using a downward looking, broad band ADCP
specifically design for bottom boundary layer work [22]. The standard deviation of

the recorded velocities was 0.7cm - s~}

, achieved by averaging the measurements
taken over a 2 minute window. Resolution of wave frequencies would greatly increase
the measurement error. To achieve better range resolution the operating frequency
of this unit is 1200 kHz. In the high resolution mode the range bins are 5cm long.
Recall that 6, is on the order of 1 ¢m and that the velocity structure contained within
that thickness needs to be resolved, potentially with millimeter per second accuracy.
Patently this cannot be done with a 5 ¢ range bin.

Even if range resolution were improved, two characteristics would still limit the
closest approach of a range gate to the bottom. Because the beam must approach
the bottom at an angle to have any sensitivity to horizontal velocities, one edge of
the mainlobe wave front scatters off of the bottom first and saturates the receiver. A
similar problem is caused by the sidelobes of the beam pattern. For some ranges of

the grazing angle, the bottom return of the sidelobe arrives before the near-bottom

return of the mainlobe. Empirically, the closest approach to a boundary is one to two

72




-

range gates. The ADCP of Gartner and Cheng, with 5cm range resolution, could
make measurements no closer than 9 ¢cm to the bottom.

* A similar profiling instrument is the single beam, pulse-to-pulse coherent Doppler
sensor described by Veron and Melville [85]. Rather than measure the frequency
shift of range gated backscatter, the coherent Doppler measures the pulse to pulse
phase change of range gated backscatter caused by the between pulse, along beam,
displacement of scatterers. The sensor was designed to measure turbulence in the
inertial subrange under waves over short ranges, O(1m). The physical pulse length
is Tmm (9.3 us) at 1.72 M Hz, the fange bins are approximately 1 cm long, and the
beam is narrow. Reported laboratory and field results show that the instrument is
sensitive to eddies as small as 1 cm to 2 em. This represents a significant improvement
on the sample volume of the ADCP, but 1cm is still too large for the WBBL. As with
the ADCP, receiver saturation by sidelobes or the angled mainlobe would preclude
measurements within a few centimeters of the bottom.

The acoustic Doppler velocimeter (ADV) is a relatively new instrument, first de-
scribed for laboratory use in 1993 [7] and subsequently adapted for field use [3]. A
10 M H z signal with a pulse duration of 4.8 ps is emitted from a centrally placed trans-
mitter. Backscatter from suspended material is received at three locations equally
spaced around the transmitter and focused on a common sample volume 5 cm beyond
the transmitter. The angle between the transmitted and received beams is 30°. Co-
herent pulses are repeated at several hundred Hertz and the velocity vector is derived
from the pulse to pulse phase change in the backscatter signal at each receiver. These
realizations are averaged to reach a reasonable level of accuracy and output as mea-
surements at up to 25 Hz [7, 86]. This is the technique used by Veron and Melville,
but applied to a distributed transducer geometry to sense the complete velocity vec- |
tor rather than the single along beam component. Like the ADCP, the ADV is field
capable and relatively non-intrusive. Flows roughly aligned with the longitudinal
axis of the pressure housing are strongly distorted and should be avoided. While the
ADYV depends on the presence of scatterers to operate, it has a wide dynamic range

of acceptable concentrations. This is not generally an issue for either laboratory or
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field use.

The most immediate drawback is dependence on a single sample volume. The
problems associated with constructing a profile under those circumstances have al-
ready been discussed. The sample volume itself is an ellipsoid extending 9 mm along
the transmit axis, commonly perpendicular to the boundary, and 6.5 mm across the
axis [7, 86]. Measurements are averages of the returns from scatterers throughout this
volume. There is no localization within the volume. These dimensions are essentially
the same as the wave boundary layer thickness. Intuitively, this is too large a volume
to profile the WBBL. This intuition is confirmed by the detailed calculations for vol-
umetric averaging of velocities in Chapter 4. The ADV can sample within 5mm of
the boundary as measured from the center of the sample volume. Below that level
the bottom is in the sample volume and the strong return swamps the rest of the sig-
nal. Voulgaris and Trowbridge have shown that below 2 cmab the ADV measurement
of Reynolds stress in a steady boundary layer deviates from theoretical predictions,
while agreeing with predictions above that level[86]. This may be due to the size of
the largest turbulent eddies, a function of distance from the boundary, compared to
the size of the averaging volume. Their measurements of the mean flow were unbi-
ased down to 1cmab. Measurement accuracy, as measured by standard deviation,
varied with programmable characteristics controlling the number of realizations and
the elapsed time averaged into a measurement from 0.5¢m - s7! to 2.5¢cm - s71 [86].
The ADV is a very capable instrument. It has finer spatial resolution than a standard
BASS, though considerably lower single measurement accuracy. It does not, however,
appear to be suited to WBBL measurements.

The bistatic coherent Doppler velocity profiler (BCDV) described by Stanton [74]
is structurally and functionally similar to the ADV. The ADV is, to some extent,
derived from the BCDV design. The description of ADV operation above is applicable
here with the important addition that the BCDV is a profiling instrument. Velocity
profiles are measured by range gating the back scattered signal at each receiver. The
minimum vertical extent of the sample volumes is limited to 1.6 cm by the duration

of the transmitted pulse. Improvements to this resolution limit are planned. Stanton
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reports profiles beginning within 1 em of the bottom and continuing to 40 cmabin 5 cm
increments. Notably, this instrument has performed successfully in the field. Like the
ADV, the BCDV has a very high sample rate and measurements are averaged to
improve accuracy. This is a very promising approach, but improvements in sample
volume size, vertical resolution, and closest approach to the bottom are required
before the BCDV will be able to image velocity structure in a narrow, 1cm to 2cm,
wave boundary layer.

The standard configuration of BASS [90] and the geometrically and operationally
similar VDV [79] should be mentioned, briefly, to complete this section on acoustic
instruments. It is clear from the size and geometry of the crossing acoustic axes of
these sensors that their closest approach to the boundary is, at best, several centime-
ters, approximately half the path length. Measurements this close to the boundary
may be accurate for the average flow, which var;les on scales that are large compared
to the volume spanned by the axes. However, for measurements of the turbulent com-
ponent of the flow, the implicit spatial average over the angled axes actually imposes
a minimum approach of approximately two path lengths. Closer to the boundary
the most energetic turbulent eddies, which scale with distance above the bottom, are
small enough to be hidden by the spatial averaging. The near bed deviations from
theory of the measured Reynolds stress observed by Voulgaris and Trowbridge with
the ADV may be related to this phenomenon.

2.3.2.4 Optical and Flow Visualization Methods

Visualizing the flow by introducing hydrogen bubbles, smoke, dyes, or particles has a
long history in the study of fluid dynamics, often simply to allow observers to watch
and study the flow by eye. Movie and, more recently, video records could be made
of the flow for later review at variable speeds. Still photographs with long exposures
to show particle tracks were also common. This work was largely qualitative and
focused on understanding the nature and behavior of flow in the laboratory. Quanti-
tative information was occasionally extracted from the movies with considerable la-

bor. Phenomena such as the onset of turbulence in a steady boundary layer and the
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separation of flow around a bluff body or a wing section are representative examples.
The broadly accepted conceptual model of turbulent structure in boundary layers is
due in large part to these investigations. Numerical models of turbulence have also
played an important role. The review articles by Head and Bandyopadhyay [32] and
by Robinson [65] discuss the observations and results of many of these studies. Still
photographs can be found in most textbooks of fluid dynamics (e.g., Batchelor [5],
Kundu [39], Lamb [40]).

In the late 1980s and early 1990s, advances in automated techniques for the rapid
and reliable analysis of images made quantitative measurement of two dimensional
velocity fields in flows seeded with neutrally buoyant particles possible. This approach
is commonly referred to as particle image velocimetry (PIV) or particle tracking
velocimetry (PTV), depending on the family of algorithms used to process the images.
Digital techniques (DPIV and DPTV) using CCD based cameras are now in common
use and hybrid techniques are being developed and applied [11, 41, 89]. For example,
Veron and Melville used DPIV in the laboratory to evaluate the performance of their
pulse-to-pulse coherent Doppler instrument [85]. The process underlying all of these
variations is straightforward. To make a measurement a thin, two dimensional sheet
of the fluid is illuminated using a pulsed laser and repeatedly imaged. The velocity is
determined from the displacement of illuminated particles on sequential images and
the elapsed time between images. Sample volumes with a characteristic length of
a millimeter or less are possible. Velocity accuracy depends on such factors as the
size of the particles and speed of the flow, image timing, the physical extent of the
image pixels, and the processing algorithm. Accuracy levels of 1% of the full scale
velocity have been reported [11, 41]. This is a very promising approach for boundary
layer measurements, particularly given the information content of a two dimensional
measurement.

Despite the potentially high accuracy, the focus with this technique has remained
somewhat qualitative. Results are often stated in pixel, rather than physical, coordi-
nates as system development continues. Some emphasis has been placed on the study

of vortical patterns in the flow to elucidate turbulent structure in the boundary layer.
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A caution is offered by Robinson who has noted that different statistical approaches
to the analysis of two dimensional data can infer markedly different three dimensional
structures [65]. There is a more significant problem associated with the average flow.
Velocity components perpendicular to the plane of illumination can cause severe er-
rors. The errors increase sharply with the percentage of out-of-plane particles. Values
above 15% can cripple some algorithms while others are more robust [11]. This re-
stricts the use of DPIV/DPTV to two dimensional flows and requires fairly precise
alignment. This presents little difficulty in the laboratory, but field use would be
difficult or impossible under those conditions. DPIV/DPTYV is an immature, but
actively evolving technology, and new algorithms may alleviate this constraint.

DPIV/DPTYV processing benefits from evenly distributed, uniform particles. Some
algorithms are optimized for particle size, concentration, and reflectance proper-
ties {11]. Ambient particles will tend to degrade performance because of the wide
spectrum of characteristics they present [21]. Additionally, natural particles such as
sand or bubbles are not neutrally buoyant so they introduce biases in the vertical
velocity field. Removing the bias would require determination of the density of each
particle in the field. This is a nontrivial task and currently beyond the capabilities
of DPIV/DPTV systems [21]. Seeding the continental shelf with uniquely tagged
artificial particles is not a realistic option. Other operational difficulties presented by
field use are the flow disturbance caused by the physical bulk of the equipment. In-
creasing the distance from the sample volume is constrained by the optical turbidity
of coastal waters. Power and data storage requirements are substantial and a physical
connection to shore may be essential. For example, a gigabyte hard disk can store
only two minutes of video images. Magnetic tapes can store several hours of video
images. Of course, processing even that much data also presents some difficulties.
Field deployments of this technology would almost certainly yield interesting results,
but a substantial development effort is necessary first.

The laser Doppler velocimeter (LDV) is the instrument of choice for many ex-
periments and measurements. Among studies already cited in this chapter, Jensen,

Sumer, and Fredsge [35], McLean, Nelson, and Wolfe [44], Mathisen and Madsen [47,
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48], and Voulgaris and Trowbridge [86] all used LDVs to make their measurements or
to evaluate the performance of other instruments. An LDV was also used in testing
the BASS Rake laboratory prototype described in Chapter 5. The LDV has high
bandwidth and can be used for turbulence measurements. A representative sample
rate is 25 Hz. Like the ADV, high measurement accuracy, O(1 mm - s71), is achieved
by averaging many realizations acquired at a significantly higher rate. As used in
the laboratory, often in flumes and wave tanks with optically transparent walls, the
instrument is non-intrusive. LDVs typically have only one sample volume. Profile
construction requires stationary conditions and vertical correlations across the bound-
ary layer of turbulent and other components of the flow cannot be measured. The
problems this presents for field use have already been discussed.

The sample volume is defined by the intersection of two relatively narrow laser
beams. An ellipsoid 1 mm long and 0.3mm across is representative. The crossing
beams generate an interference pattern and the changing intensity of light scattered
from particles as they pass through these fringes is Fourier transformed using an FFT.
A component of velocity in the plane of the beams is determined from the Doppler
frequency of the changes. Multiple components of the velocity can be measured in
the volume using additional, linearly independent, beams. Three beam, two axes,
LDVs are common. Either ambient or seeded particles can be used, but the range of
allowable concentrations is limited to approximately four orders of magnitude. This
is much more narrow than the operational range of the ADV. If the concentration is
too low, there is seldom a particle in the small measurement volume. Measurement
dropouts are frequent and accuracy becomes unacceptably low. At high concentra-
tions there are two modes of failure. Commonly the beams are so severely attenuated
that there is simply no signal. More rarely, the number of particles simultaneously
crossing the fringe pattern flattens the intensity fluctuations to such an extent that
detection in the transform domain is ambiguous or impossible. Naturally occurring
variations in particle size can also cause dropouts.

While they are primarily laboratory instruments, LDVs have been adapted for

field use. Two related studies will be discussed here. The link is the common author,
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Agrawal, who has worked to develop field capable, laser based sensors over many
years. In 1992, Agrawal and Aubrey made wave and steady velocity measurements
with a two axes LDV above sand ripples in 2.5m of water [2]. The instrument hous-
ings were bulky and required alignment across the axis of flow to reduce distortion.
The distortion was further reduced by using a long, in water transmission path length
of 95 cm. Because of the resulting attenuation the instrument could only be used in
reasonably clear water. Divers were used to raise and pivot the LDV so that phase
averaged profiles could be constructed. Data editing for dropouts and bad data points
was a relatively major undertaking. This experiment is part of the ongoing develop-
ment of the LDV for use in the continental shelf WBBL and several improvements
have since been made by Agrawal. However, the data rate necessarily remains high
and power requirements are significantly greater than for acoustic instruments. Both
charaéteristics tend to tie the LDV to shore based power and data collection facilities.

In 1995, Trowbridge and Agrawal constructed a four point WBBL profile over a
sand bottom well outside the surf zone [83]. They used a two axes, downward looking
LDV operated in a backward scattering mode. In this orientation the instrument
measured both components of the horizontal velocity. Fiber optics were used so that
electronics housings could be placed well away from the single sample volume. Most
of the optical path was occupied by a tapered, clear plastic tube filled with clean
water to reduce sensitivity to high sediment concentrations. The ambient water path
length was only 1c¢m. Sampling was controlled through an operator interface to a
microprocessor in the electronics package. The sample volume was placed sequentially
at each of six heights from 0.5 cmab to 16 cmab. Data were recorded at 25 Hz for 90 s
at each height. Thus each profile required 18 minutes to construct. This is clearly an
improved design.

Unfortunately, the coastal zone is a difficult environment. The instrument was
deployed for two days and eventually returned a few hours of data. Conditions were
generally not stationary, and there were continuous problems with attenuation of the
beams despite the short path length. Usable data were collected at only four of the

six heights and due to a failure in the stepper motor controlling the mechanical scan
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the actual heights above bottom are not certain. One axis of the LDV failed. The
data return rate for the other axis, largely due to beam attenuation by ambient,
suspended material, averaged only 10% to 20%. Turbulent spectra could not be
computed because of the irregular performance and low effective sample rate [83].
Agrawal maintains that the beam attenuation can be overcome by increasing the
transmitted power. This would make shore power essential. Additionally, it is not
clear that this expedient alone would sufficiently alleviate the problem. It might,
for example, decrease the signal-to-noise (S/N) ratio. In contrast, a standard BASS
sensor, mounted on the LDV tripod to act as a velocity reference, operated contin-
uously at 10 Hz throughout the deployment. The genesis of the BASS Rake can be
traced directly to the profound difficulties observed and experienced by Trowbridge
in conducting this experiment.

Veron and Melville have noted that it is only acoustical and optical techniques
that permit spatially dense measurements of fluid velocities. It is their opinion,
based on laboratory experience with LDV and DPIV/DPTYV instrumentation, that
“optical techniques, while very attractive, may be less robust than acoustical systems
in the active wave zone.” [85] Further development of optical techniques should be
undertaken, but their statement is an accurate assessment of the current capabilities
of these instruments.

The experiments cited here are intended to be representative of the field and
laboratory applications. of these sensors. The list is by no means exhaustive. The
assessments include all of the techniques and instruments, of which I am aware, that
might be applied to the task of making velocity measurements within the wave bottom
boundary layer on the continental shelf. Criticisms should be viewed in that context.
These are, in general, very capable, high performance instruments. They were simply
not designed or intended for use in the field or within the narrow wave boundary layer.
The BASS Rake was designed from the beginning for that use. Improvements in the
capabilities of the other instruments will, no doubt, continue. The optical instruments
are particularly promising in this respect. Finally, it should be recognized that the

BASS Rake has limitations of its own. It would be incorrect to view these techniques
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as competitors. The various sensors form a suite of complementary approaches that

can be collectively applied to the dynamic behavior of the ocean on the shelf.

2.4 The BASS Rake Sensor Head

The mechanical design described here focuses on the geometry of the acoustic axes,
the integrated mount and support structure of the transducers, and the flow distortion
created by that structure. The geometry is specifically tailored to investigation of the
wave bottom boundary layer and the driving flow immediately above it. Figure 2.1
is a schematic representation of the basic sensor geometry for a full capability field
instrument. The transducers are mounted in four slender vertical tines arranged in
a square. Two intersecting acoustic DTT paths are used to determine the horizontal
velocity vector at each measurement level. The name “BASS Rake” was bestowed on
the instrument because of the general appearance of the sensor head.

The development of the BASS Rake has, to date, proceeded incrementally through
several prototyping steps. Both the final design and the notable intermediate stages
will be described here. Three pairs of tines were actually fabricated for laboratory
evaluation. The first pair, designated P1 (Prototype 1), demonstrated that the me-
chanical design could actually be produced and that the basic concept was valid. It
was shown that a BASS acoustic axis could, without great difficulty, make velocity
measurements a few millimeters above a natural sand bottom. The P1 transducers
were connected to the transmit/receive circuit using enamel coated transformer wire.
The flow distortion caused by the sensor head is minimized by making the tine di-
ameter as small as possible. The limiting factors are the cross-tine dimension of the
transducer array and the cross-sectional area of the transmission line harness. Those
two factors may also be related. Transformer wire is considerably smaller, more ro-
bust, and more easily worked with than miniature, shielded wire. Part of the design
trade-off here is the signal isolation of shielded conductors versus the desire to place
30 to 50 transducers and their transmission lines in a narrow tine. Using a bread-

boarded fragment of the multiplexer (MUX) interface described in Chapter 3, the P1
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30 cmab

LOGARITHMIC
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SPACING

Figure 2.1: BASS RAKE AcousTiC TRANSDUCER GEOMETRY - Transducers are mounted in a
high density array in the bottom 3.5c¢m of each tine. Additional transducers are mounted with
logarithmic spacing between 4 ¢cm and 30 ¢ above the bottom. The tines are = 1 ¢m in diameter.
Crossing horizontal acoustic DTT paths are used to determine the horizontal velocity vector at each
measurement level. The name “BASS Rake” is descriptive of the general appearance of the sensor
head.

tines were used to demonstrate that the interface provided sufficient cross-channel
and environmental isolation, even with unshielded conductors in a common harness,
to make clean, accurate velocity measurements. Relieving the constraint in this way
is a good example of the integrated nature of the overall design.

In the wake of the preliminary tests the P1 tines were cannibalized and then re-
assembled to evaluate the robustness and performance of miniature shielded biomed-
ical wire. The shielded wire proved to be quite frail and working with it, while not
impossible, was difficult. These tines, designated P2, were eventually used in the
tow tank and flume testing of the BASS Rake laboratory prototype described in

Chapter 5. That was not the original intent, but the result of unexpected charac-
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Figure 2.2: P2 AND P3 TRANSDUCER ARRAYS - The P2 transducers (left) have a 6 mm diameter
and center locations 0.45cm, 1.2¢cm, 2.4 em, and 4.9 cm from the end of the tine. The diameter of
the P2 tine is approximately 1cm. The P3 transducers (right) have a 2.5mm diameter. They are
arranged in three offset cplumns to achieve 1 mm vertical separations over a 1.1 em array near the
end of the tine. The diameter of the P3 tine is approximately 1 em. Photographs by Tom Kleindinst,
WHOI.

teristics of the third pair of tines, designated P3, which ultimately precluded their
use. The P1/P2 tines, henceforth P2, supported only four acoustic axes, sufficient for
the preliminary tests, and used transducers with a diameter of 6 mm. Of the four,
one channel worked only intermittently due to a partial failure in one of the shielded
wires. The #38 stranded center conductor of these cables is easily fatigued by the
movement and circuit changes inherent in the prototyping process. The P2 transduc-
ers were arranged in a single column along the bottom 5 cm of each tine. As discussed
in Section 2.2, the target vertical resolution is 1mm, which cannot be achieved in
a 1lem tine with 6 mm transducers. The P3 tines supported twelve acoustic axes.
The 2.5 mm diameter P3 transducers were arranged in three offset columns in a 1cm
diameter tine with 1 mm vertical spacing in the bottom centimeter of each tine, thus
achieving the target vertical spacing. Photographs of the P2 and P3 transducer arrays

are shown in Figure 2.2.

2.5mm is the lower size limit for disk shaped transducers. Smaller, rectangular
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transducers can be manufactured, but specifications for size and frequency are less
precisely met. The upper frequency limit is roughly 10 M Hz [76]. Several other
mechanical and electrical constraints also limit reduction in transducer size below
2.5mm. Simply fabricating the tines, particularly the transducer mounting and at-
tachment of the signal wires, would become considerably more difficult. The output
voltage of the receiver is proportional to the fourth power of transducer radius for
given transmitter voltage and operating frequency. The transmit voltage cannot be
increased to make up for this because of constraints imposed by the MUX. Am-
plification and filtering to recover the received signal is possible with the 2.5mm
transducers, as discussed in Chapter 3, but would be significantly more difficult with
smaller transducers. Experience with the 2.5 mm transducers has also shown that,
as the transducer diameter becomes comparable to its thickness, normally 1.1 mm
for resonant operation at 1.75 M Hz, the operating frequency is no longer simply pro-
portional to the thickness. The P3 transducers are 1.1 mm thick, but are actually
resonant at 0.85 M Hz. They also exhibited significant electrical reactance. Changes
to the MUX to balance the reactive component of the transducer load were required
to improve acoustic coupling to the water. Again, this is discussed in Chapter 3.

As noted, there were problems which precluded using the P3 transducers. The
enamel coated transformer wire was used for the transmission lines and the trans-
ducer mounting and tine fabrication techniques were verified. Among 24 transducers
on two tines there were no failures through several months of constant use and oc-
casional rough handling. This design is reliable and physically robust. The MUX
demonstrated strong signal isolation and RMS noise was reduced to a few tenths of a
millimeter per second. In fact, all aspects of the system performed admirably when
the transducers were positioned well away from the boundary. Failure occurred on
close approach to the sand and was due to the particularly wide mainlobe of the
transmit/receive beam pattern, which was eﬁhanced by the unexpectedly low signal
frequency, and to the nature of the acoustic interaction with the bottom. This is dis-
cussed in Chapter 4. However, the detailed analysis and calculations in that chapter

also show that 2.5mm diameter transducers operated at 5 M Hz would perform as
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well near the bottom as the P2 transducers did. Such transducers would also have
a significantly more narrow sample volume so that individual axes would retain high
accuracy right down to the fluid-sediment interface in a nonlinear velocity profile.
Additionally, the P3 development work has already addressed and solved most of
the mechanical and electrical problems associated with using very small transducers.
Therefore, a sensor design based on 2.5 mm transducers in three offset columns with
1mm vertical resolution down to =~ 1mmab in a 1cm tine will be assumed in the
remainder of this chapter and in Chapter 3. Further discussion of the P2 and P3
transducers and tines will be included where appropriate. Tines with reduced flow
distortion, but lower vertical resolution, such as single columns of either 6 mm or
2.5mm transducers, are retained as options for future development.

The overall distribution of acoustic axes was shown in Figure 2.1. Figure 2.3 pro-
vides an enlarged view of the dense, linear portion of the array at the bottom of each
tine. Within the linear array there are 38 measurement levels with 1mm vertical
spacing. Transducer centers are located from 0 mm to 37 mm above the nominal bot-
tom. There are 10 additional measurement levels located from 4 em to 30 cm above
the nominal bottom with logarithmic spacing. Above that level a standard BASS
sensor can be used. The transducer pattern was chosen to maximize the number of
measurements made within the WBBL. Above that level velocity changes more slowly
with height and coarser vertical sampling is appropriate. The flow is expected to be
strongly horizontal within 30 cm of the bottom and this design emphasizes vertically
detailed measurements of horizontal motion. However, measurements of vertical ve-
locity can be made flexibly as circumstances dictate. This is done using the MUX to
pair transducers mounted at different levels. The angled acoustic axes created in this
way include both horizontal and vertical components which can be identified based
on geometry and companion measurements. The physical limitation on this mea-
surement is simply that paired transducers lie within each others’ mainlobe. Angled
measurements were made successfully with all three tine prototypes. The importance
of sensing vertical velocity fluctuations is discussed in Chapter 3.

The phrase “nominal bottom” refers to an idealized relative location of an idealized

85




1 cm TINE DIAMETER
30 mmab

20 mmab
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Figure 2.3: TRANSDUCER ARRAY FOR THE WAVE BOTTOM BOUNDARY LAYER - A dense trans-
ducer array is used along the bottom 4 em of the sensor to resolve the behavior of the wave bottom
boundary layer. The transducers are 2.5 mm in diameter and arranged to have 1 mm vertical spac-
ing. Vertical velocities are measured by selecting a receiver within the main lobe but at a different
height from the transmitting transducer. The MUX allows all transducers to be used for both
horizontal and vertical velocity measurements.

fixed, flat fluid-sediment interface. It is employed as a convenience so that particular
measurement levels along the tines can be referred to unambiguously. Field conditions
are never that simple or that static. This is the reason for the relatively large extent
of the linear array compared to the expected thickness of the WBBL. On deployment,
the lower most measurement levels can be buried iﬁ the sediment. Then subsequent
vertical movement of the interface due to erosion or deposition leaves some portion of
the dense array spanning the WBBL except for exceedingly severe transport events.
The location of the interface is known to millimeter accuracy simply by identifying
the axes which do not return valid measurements and which are, therefore, buried.
The need for precise vertical placement of relatively heavy equipment by divers is
also eliminated. Experience positioning the laboratory prototype in the flume and
deploying the field prototype beyond the surf zone has amply demonstrated the utility
of this feature. The broad extent of the linear array is also useful in the presence of
small ripples.

The duration of the measurement cycle for a single acoustic path is approximately
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320 us. Of this, 220 us is the acoustic travel time for a 15cm path length. The
remainder is associated with processing and storage. All 96 acoustic axes of the
BASS Rake can be sampled within a 31 ms window. Angled paths can be added
to the list as necessary. Complete profiles could be measured at 20 Hz to 30 Hz,
as discussed in Section 2.2. Such bursts would be limited only by the availability
of RAM. Profiling rates of a few Hertz would be limited only by hard disk size and
batteries.

Mounting the transducers in the tines and making signal connections presented
several challenges. Both faces of a transducer are coated with a metallic film during
manufacture and electrical connections must be made to each side to transmit and
receive. However, the heat generated during normal soldering depolarizes part of
the piezoelectric ceramic so that it is no longer active and the wire attached to the
T/R face obscures and distorts the signal. These are not negligible problems for
transducers this small. Further, the signal wires must be immobilized to fix the zero
offset of each axis so that the offset can be removed during calibration [53]. Shielding
to prevent capacitive coupling with the seawater, a conductive fluid, must be provided
for the same reason. The cause of the offsets is also discussed in Chapter 3. Resistance
to environmental factors like corrosion is desirable. Stiffness and rigidity of the tines
during handling and deployment is essential.

Cross-sectional views of P2 and P3 tines are shown in Figures 2.4 and 2.5. Each
transducer sits on a narrow shoulder in a mounting well milled into a flat strip of brass.
The annular radius of the shoulder is less than 0.1 mm. Transducers are mechanically
bound to the strip with polyurethane to provide both strength and compliance. The
T/R face, oriented to the left in both figures, is electrically connected to the brass
by conductive silver epoxy. The epoxy is applied around the edge of the face. This
retains the symmetry of the T/R face and leaves it almost completely unobscured.
The mounting strip, held at ground potential, provides a common signal return path
for all of the transducers and space need only be allotted for a single wire to each
transducer. The signal wires are connected to the back faces of the transducers using

silver epoxy to prevent depolarization during soldering. A drop of polyurethane is

87




SILVER SILVER

EPOXY EPOXY

P2 SIGNATL
TRANSDUCER WIRE

EN-4 EN-2
POLYURETHANE POLYURETHANE
MOUNTING HALF-ROUND
STRIP CHANNEL

Figure 2.4: TiNE Cross-SECTION AND P2 TRANSDUCER MOUNT - This view along a P2 tine
shows one of the 6 mm transducers sitting in a mounting well. The unobscured T/R face is oriented
to the left. The front and back electrical connections and signal wire are shown, but the rest of the
wiring harness has not been included. The diameter of the completed tine is approximately 1 cm.
The various elements in the figure are drawn to a common scale and show a P2 tine as it was built.
The overall diameter can be reduced by 2mm to 3 mm if tines are fabricated using these transducers
in the future.

added over the connection, after the epoxy cures, for strength during assembly.

The signal wires are run along the tine. As discussed above, enamel coated,
unshielded wire functions admirably in this role. The MUX provides signal isolation
and transformer wire is both smaller and stronger than miniature shielded wire. The
maximum allowable outside diameter of the signal wires, assuming 48 transducers,
the tine dimensions shown in Figure 2.5, and 70 % packing efficiency, is 0.5mm. If
shielded wire is used, an unjacketed version can reduce the outside diameter to this
specified maximum. The shields and mounting strip are electrically common so that
contact is not a problem. The signal contacts on the backs of the transducers are
insulated by the polyurethane coating added when the signal connections were made.
A halfround brass channel covers the connections and guides the wires up the tine.

The brass strip and channel combine to provide both mechanical stiffness and the

necessary electrical shield against capacitive coupling with the sea water. Brass was
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Figure 2.5: TINE CRrOss-SECTION AND P3 TRANSDUCER MOUNT - This view along a P3 tine
shows one of the 2.5 mm transducers sitting in a mounting well within the dense, linear portion of
the array. The unobscured T/R face is oriented to the left. The front and back electrical connections
and signal wire are shown, but the rest of the wiring harness is not included. The diameter of the
completed tine is approximately 1cm. The various elements in the figure are drawn to a common
scale and show a P3 tine as it was built.

chosen because it is stiffer than aluminum and because soldered connections can be
made to it easily.

The volume enclosed by the channel and strip is filled with EN-2 polyurethane.
EN-2 was developed for use with transformer windings and has a very low viscosity
before setting. The low viscosity makes it relatively easy, during the curing pro-
cess, to remove air bubbles trapped among the signal wires during injection of the
polyurethane. The polyurethane used to bond the transducers to the mounting strip
and to strengthen the signal wire connection is also EN-2. The injected polyurethane
holds the signal wires firmly in place. This fixes the zero offset and reduces mechanical
strains on the electrical connections. The halfround assembly is then filled out to a
cylindrical cross-section using EN-4 polyurethane. EN-4 is more difficult to work with
than EN-2 and considerable care must be taken during the potting process. How-

ever, EN-4 has well described acoustic properties that recommend its use here. Most

importantly, the acoustic index of refraction of EN-4 matches the acoustic refraction
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index of water fairly closely. The asymmetric covering over the transducers does not
strongly deflect the acoustic beams.

A round cross-section was originally chosen so that the wakes shed by the tines
would not change with the relative orientation of the sensor head to the flow. However,
analysis and observations of the flow disturbance caused by the tines during the
laboratory prototype evaluation described in Chapter 5 suggest that halfround tines
may be preferable. The P2 tines were carved down in this manner to obtain the
results reported in Chapter 5. The half centimeter of polyurethane at either end of
the acoustic path provides several dB of added attenuation. This is not a problem with
2.5 mm transducers because receiver amplification is necessary even without the added
attenuation. The greater circuit complexity and the degradation of the S/N ratio that
generally accompanies amplification are already present. The 6 mm transducers could
function in fully round tines without amplification, but the S/N ratio was weaker than
is generally desirable in BASS. Performance was improved in the halfround tines.
The DTT velocity measurement described by Equation 2.1 is linearly dependent on
the path length, L. Therefore, filling or not filling 10 % of the acoustic path with
unmoving material must be accounted for during sensor calibration. Finally, the gain
of the BASS Rake depends on the Reynolds number based on the diameter of the tine
and the flow speed. The dependence is explored in detail in Chapters 5 and 6. Here
it is sufficient to note that, like the drag coefficient for two dimensional bodies, the
dependence is strongly related to the point of flow separation and the spreading angle
of the wake. A cylinder would also have a Keulegan-Carpenter (KC) dependence for
values of KC that could be found in the ocean for a 1 ¢m tine. A halfround cross-
section also has a KC dependence, but it is flat to much lower values. When tested
with halfround tines, the laboratory prototype exhibited no dependence over the
oceanic range of KC values. These characteristics of two dimensional bodies are well
supported by experiments recorded in the literature (e.g., [6, 15, 23, 66, 67]). For
halfround tines the sensor gain depends only on velocity and not on wave frequency.
The dependence has been well characterized for the BASS Rake sensor head and can

be included seamlessly as part of instrument calibration and postprocessing.
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The tines extend 2cm to 3 em beyond the nominal bottom and are attached to
a common ring. The ring gives added stiffness and strength to the tine assembly
and fixes the relative location of the transducers. The overall length of the tines is
on the order of 1 m to reduce the near-bottom flow distortion due to the pressure
housing containing the electronics. Stiffeners are added to the tines beginning a few
centimeters above the uppermost measurement level and extending to the mechanical
assembly at the top. The tines are not pressure sealed at either end. The polyurethane
transmits the ambient pressure so there is no differential across the transducers, the
mounting strip, or the channel. This permits the transducers to function and prevents
compression or deflection of the‘assembly with depth. Either effect could invalidate
the calibration. The design also eliminates any significant differential pressure along
the tines. This prevents a cold flow of the internal polyurethane that could damage
the tines and the electrical connections.

The length and slenderness of the tines requires some caution in handling and
during deployment. Once in place wave forcing is unlikely to damage them directly.
However, they are certainly vulnerable to impacts from a large, submerged object,
either drifting or towed. This is one of the unfortunate realities of instrumenting the
continental shelf. Trawler proof designs are not an option here because the heavy
matting normally used would interrupt the flow. Damage to the tines can also result
if the frame supporting the instrument shifts or rolls and thereby applies shearing
and compressive forces. This tendency can be countered by increasing the stability
of the frame with heavy footpads or anchors. Seemingly extreme measures may be
necessary. Recall, for example, the termination of the field experiment referred to in
Section 2.3.2.1. Seven heavy load, screw-in anchors used to secure the field prototype
were plastically deformed and pulled free from a sand and cobble bottom during a
storm. The instrument rocked an unknown number of times on the footpads and tines
before rolling over and coming to rest on its back. The ring secured to the ends of the
tines was bent during this process, having been repeatedly slammed into the bottom
as the frame rocked. The tines were relatively undamaged, but the field prototype did
not use the integrated tine design described here. Rather, as part of the prototyping
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process, standard, polyurethane potted, BASS transducers were bolted to a stock
rod of stainless steel (see Chapter 6). The solid rod was certainly less susceptible
to longitudinal bucking than the thin walled brass support of the integrated tine.
Clearly, more secure anchors will be needed in the future, at least in the immediate
vicinity of the surf zone. The incident serves as a classic example of the benefits of
prototyping.

Because of the locations of the four tines, the azimuthal cosine response of the
sensor head is not expected to be flat. Tow tank tests described in Chapter 6 show
this is the case and that the BASS Rake benefits from being roughly lined up with
the flow. Orientation accuracy within +30° is sufficient. That figure is based on
the field prototype, which, as mentioned above, did not use the slender, constant
cross-section tines described here. The actual window may be considerably wider.
The pathological case for tines located on the vertices of a square is an orientation
of +£45°. At that angle half of the acoustic axes are perpendicular to the flow and
measure only cross-wake fluctuations. The other axes fall completely within the wake
of one of the tines. This cosine response is repeated in each quadrant. Crossing
waves and currents on the shelf can make a workable orientation difficult to identify.
Two fairly simple modifications address this problem. The acoustic path length can
be increased. This reduces the overall error due to flow distortion and widens the
window of allowable angles. Minor changes in software and hardware timing, which
have been used before, are necessary to support the longer axis. A second approach is
to change the crossing angle of the acoustic axes by locating the tines on the vertices
of an appropriately scaled rectangle. Both of these capabilities were built into the
mechanical assembly securing the top of the tines in the field prototype described in
Chapter 6. A more complex solution will be discussed in Section 2.4.1.

The final aspect of the tine design considered here is passing nearly 200 signal
wires through the endcap of a pressure housing so that they can be connected to
the MUX. Commercially available connectors cannot provide enough through pins in
the area of a standard 6”ID endcap. The solution is a tapered hole for each of the

four wire harnesses. Once the harness is in place the hole is filled with UC-32, one
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of the harder polyurethanes. Like EN-2, UC-32 has low viscosity before setting so
that voids within the harness will be filled. Precoating of the wires and manipulation
of harness during potting will insure a good seal. The addition of UC-22, a softer
polyurethane, on either end of the UC-32 plug will reduce bending strains in the wires.
The strength of this method is sufficient for differential pressures on the continental
shelf. For tines that are fixed in place, the electrical pass-through and the assembly
holding the top of the tines can be combined in a double endcap. One plate holds
the top of the tines firmly in place and allows the harnesses to pass through. Both
sides of this plate are exposed to ambient pressure to prevent cold flow along the tine
as previously discussed. A second plate contains the polyurethane harness seals and
mates to the pressure housing as a standard endcap with O-ring seals. The plates are
joined by four to six short posts for mechanical strength. The volume between them
is filled with polyurethane to transmit ambient pressure to the top of the tines and
to prevent movement of the harnesses. Capacitive coupling with the seawater will be
prevented by passing the harness through a braided ground strap between the top of
the tines and the pressure housing. This design will be incorporated in the final field

Instrument.

2.4.1 Preliminary Error Analysis

To begin with, it should be emphasized that all instruments create some flow distor-
tion in field use. The existence of the distortion is significant because it requires that
the response of the sensor depend, in a general sense, on the relative velocity and the
relative angle of the flow. Of course, the strength of these effects varies considerably
from sensor to sensor and may or may not affect the quantity being sensed. The
dependence is often incorporated in the calibration constants of an instrument or is
implicit in the calibration procedure. In Chapters 5 and 6, the flow dependence of the
BASS Rake, discussed briefly in this section, is modeled and empirically determined.
This is done explicitly and in detail because the BASS Rake, in common with all
velocity sensors, distorts the quantity it is intended to measure. The development of

the instrument would be grievously incomplete without the detailed analysis.
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The preliminary analysis presented here is concerned with errors related to the
distortion of flow by the sensor head. The approach employs several simplifying as-
sumptions and is only intended to bound the error for flows well aligned with the tines.
As noted, this topic will be revisited in greater depth in Chapters 5 and 6. The flow
obstruction presented by the tines can completely compromise a measurement when
the flow is parallel to one set of the crossing acoustic paths. The best performance
will be obtained when the velocity field is oriented at approximately 45° to both sets
of acoustic paths. This presents no difficulty in most laboratory settings. On the
shelf, where currents and waves commonly cross and prevailing motions often change
direction, a flexible solution is reﬁuired. As discussed above, longer path lengths and
different crossing angles for the axes can alleviate the problem in some circumstances.
A more dynamic solution may be achieved by deploying multiple BASS Rakes with
different orientations. Given the relatively broad angular window of acceptable rela-
tive angles, no more that three sensor heads would be required. Two would probably
be sufficient. The sensor heads could be deployed from a central structure and the
measurements of a standard BASS sensor could be used to select uncompromised
data from the multiple records. This is, admittedly, a mildly complicated solution,
but the shelf is not a simple place.

Even with a fairly ideal orientation, the tines still create some flow distortion. The
total disturbance is, roughly, comprised of potential flow distortions and wake effects.
The induced errors depend on the flow speed, u, the tine diameter, d;, and the path
length, L. The error due to potential flow distortion by a single tine, Aupp, can be

obtained by integrating the velocity distortion along an acoustic path [39].

d;
6 ~0.7T— ]
cos 0 7L (2.16)

Aupp _ dtz 1 1

u 4L |L d;/2
There is some cancellation of the contributions of the four tines in the center because
of symmetry. At other points along the path of the integral the potential fields

interfere constructively. To be conservative, the four tines are treated as independent

contributors to the total error in the calculation below.

94




Following Trivett, Terray, and Williams [78], wake induced errors can be attributed

to the velocity defect and vortex shedding.

Auyp d;
D — 0.66CD 7 (2.17)
Auys _ d;
e 0027 (2.18)

Auyp is the velocity defect error and Auys is the velocity error caused by vortex
shedding. The drag coefficient, Cp, is approximately 1. It will be taken as a constant
in the calculation below. The actual dependence of Cp on the Reynolds and Keulegan-
Carpenter numbers will be incorporated in the analysis of Chapter 5. The constant in
Equation 2.18 is scaled up from that given by Trivett, et al. assuming the relationship
is linear in %. The original constant was empirically derived from spectral data
for a particular strut diameter and path length [78]. Equation 2.17 is a far field
solution being applied in the near field of the wake. Further simplifying assumptions
are implicit in all three formulas, but it is only a rough bound on the error that is
sought. Arguably, these formulas overpredict the error for uniform flow. However, the
oscillatory nature of the flow being investigated causes complicated wake interactions
with an effect on the error that is difficult to anticipate.

Error surfaces calculated as functions of velocity and path length assuming 1cm
tines are shown in Figure 2.6. The surface in the top panel is the error as a percentage
of the velocity. The lower panel shows the actual velocity error. The calculation
assumes independent contributions from four potential flow distortions and two wakes
crossing the acoustic axes.

The percentage error is flat for a given path length and the error is always re-
duced by increasing the tine separation. However, the error surface suggests further
reductions will be small beyond L = 15¢m to 20 ecm. Velocity resolution, as shown
by Equation 2.1, is also improved with tine separation, but the sample volume is
both longer and wider. The latter characteristics degrade vertical resolution and are
therefore undesirable. Other design requirements, such as the strength of the received

signal, are also affected. Selection of the path length necessarily requires some de-
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Figure 2.6: ESTIMATED BASS RAKE ERROR SURFACES - The surfaces estimate the error in BASS
Rake measurements as functions of the actual velocity and the path length assuming 1 cm tines. The
top panel shows the error as a percentage of the velocity. The lower panel shows the actual velocity
error. The calculation assumes independent contributions from four potential flow distortions and

two wakes crossing the acoustic axes. This is a conservative formulation and arguably bounds the
error. ' |

sign trade-offs. A reasonable balance is achieved for L = 15c¢m, which appears to

hold the error below 5% for four tines well oriented to the flow. It will be shown in

Chapters 5 and 6 that this is an accurate estimate. It is also interesting to compare
the potential measurement error to Madsen’s estimate of 10 % to 20 % accuracy for
WBBL models [46, 47, 48]. Finally, the results described in Chapters 5 and 6 demon-
strate that the average flow induced error of the BASS Rake is systematic. It can be

removed accurately and easily through calibration and postprocessing.
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2.5 Summary

The notable weakness of the BASS Rake, as with many of the other techniques dis-
cussed in Section 2.3.2, is strong, localized variation in the azimuthal cosine response.
This is of particular concern on the shelf. Several possible solutions were suggested in
Section 2.4. It should be noted that, outside the narrow range of pathological angles
where the flow lines up with one set of acoustic axes, the effects of flow distortion can
be very accurately characterized and removed in calibration and postprocessing. Un-
like most of the other approaches, additional sample volumes can generally be added
to a tine without adding to the flow disturbance.

The distinctive characteristic and strength of the BASS Rake is its ability to
accurately and reliably measure spatially dense, temporally coherent, velocity profiles
in the field. Measurements can be made within two millimeters of the bottom and
continued through the WBBL and into the forcing flow above it. The spatial qualities
of the profile are achieved with densely spaced, multiple sample volumes and fine
cross-axis resolution. Temporal coherence and high profiling rates result from the
short duration and high accuracy of each individual measurement. The acoustic DTT
measurement and the hardware are extremely robust when deployed in the energetic
environment of the continental shelf. However, significant emphasis must be placed
on support frame stability and anchoring during deployment. The importance of
these abilities for the study of the wave boundary layer, both in the field and in the
laboratory, has been discussed throughout this chapter.

The strengths and weaknesses of other boundary layer velocity sensors have also
been discussed at some length. The BASS Rake has the obvious advantages of multi-
ple sample volumes and field capability. However, existing techniques are not without
significant abilities and the BASS Rake is not without failings. Instrument selection
depends on many aspects of the environment and the quantities to be measured. No
single sensor can be the best choice in all situations. The BASS Rake is both a ca-
pable and a complementary development. The study of the wave bottom boundary

layer can benefit from the enhanced selection of tools.
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Chapter 3

The Interface to the Acoustic

Transducer Array!

3.1 Introduction

This chapter documents the design of the layered, low impedance, multiplexer (MUX)
interface between the BASS Rake transducer array and the existing BASS trans-
mit/receive (T/R) circuit. The transducer array described in Chapter 2 will be as-
sumed here. The scientific and technical motivations for a multiplexing interface are
discussed in Section 3.2, as are the performance requirements imposed on the inter-
face by the system. In particular, the relevant characteristics of the T/R circuit,
originally described by Williams, et al. [90], will be presented. The design of the
interface is developed at length in Section 3.3. The discussion includes selection of
the switching elements, assembly of basic component blocks, layering of the blocks to
reduce transmission line loading, and addressing the array. The multiplexer will be
shown to provide a 20 % increase in the efficiency of current delivery to the receiver
load compared to a standard BASS. Conclusions about the performance of the MUX
are summarized in Section 3.5.

Several references were made in Chapter 2 to the difficulties associated with the

TSome of the material presented in this chapter was originally published in Proceedings
OCEANS ’95 [56] and in Sea Technology [57]
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2.5 mm P3 transducers. Some of the P3 characteristics are associated with the rela-
tively small diameter to thickness ratio of the transducer and may be alleviated by
the planned thinner, higher frequency, transducers described in Chapter 4. Others
are associated with the small diameter alone. Early experiments with the laboratory
prototype demonstrated that transducers of this size cannot be used with an unmod-
ified BASS T/R circuit to make DTT measurements. This failure is independent of
the wide beam angle that ultimately precluded the use of these transducers. Cir-
cuit modifications were developed in the course of this investigation that produced
reliable P3 DTT measurements with a noise floor of 0.5mm - s™!. 0.3mm -s7! is
the nominal noise floor of the BASS measurement. 0.5mm - s™! is well below the
noise level produced by the wake of the BASS Rake sensor head for most flows (see
Chapter 5). The circuit solutions used for the P3 transducers are directly applicable
to 2.5mm transduéers with higher operating frequencies. The layered multiplexer
provides both improved efficiency in the delivery of current to loads and an insertion
point for the modifications. No changes to existing circuit cards are necessary. The
layered MUX is thus an integral part of successful small transducer operation. The
P3 circuit changes used in the laboratory prototype are described in Section 3.4.
The schematic wiring diagrams presented in this chapter are largely circuit frag-
ments or simplified functional blocks. A complete set of schematics describing the
laboratory prototype are included in Appendix B for reference. In this chapter, and
the appendix, an understanding of and familiarity with the characteristics and termi-
nology of passive and active electronic components, circuit networks, and operational
amplifiers is assumed on the part of the reader. If this background is lacking, or
simply requires some review, the texts by Horowitz and Hill [34] and by Skilling [69]

are notable both as references and for the quality of their presentations.
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3.2 System Background and Interface
Requirements

The sensor array consists of 192 acoustic transducers mounted on four tines. Pairs
of transducers on opposing tines define 96 horizontal measurement axes crossing to
form 48 measurement levels. A standard BASS instrument uses dedicated T/R cir-
cuits hardwired to each axis. It is an absolute requirement of the differential travel
time (DTT) measurement that the two transducers defining an acoustic path are
connected to the same T/R circuit. The velocity measurement has no basis without
the common time reference that connection provides to the two transmitted signals
simultaneously traversing the acoustic axis in opposite directions [90, 92]. A single
T/R circuit card holds four independently selectable T/R circuits connected to the
four axes of a single BASS measurement volume. Five measurement volumes, twenty
acoustic axes, is the normal complement for a BASS tripod. Hardwiring the BASS
Rake in this manner is undesirable for a number of reasons. First, the BASS Rake
transducer arra.); would require 24 T/R boards and 75 em of space on the backplane.
A longer pressure housing, and possibly a separate housing for batteries and data
logging, would also be necessary. The flow disturbance around the housing(s) would
increase and mounting the electronics package on the support frame would become
more difficult. Recall from Chapter 2 that the tines are to extend from the éndca.p
of the vertically mounted electronics housing. This has important benefits for the
quality of zero offset calibration. The assembly must be able to slide vertically on
the frame as a unit to position the transducer array relative to the fluid-sediment
interface while preserving the zero calibration. The overall length of the housing can
become a critical limit in the design of the support frame.

Second, the current six bit axis address would need to be extended to eight bits

to choose among 96 hardwired acoustic axes.! Actually, since the size of the address

1Two bits select one offour axes on a T/R card. Three bits select one of eight possible cards,
although five is the normal number because of penetrator allocation on the endcap of the pressure
housing. One bit selects the normal or reverse (N/R) measurement direction. The paired N/R
measurements are used to eliminate offsets and drift in the receiver and significantly enhance the
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space is not strictly a function of the interface design, but of the number of trans-
ducers or pairs of transducers, a larger address space is an unavoidable necessity.
As such it presents two problems. First, all of the digital input/output (I/O) lines
on the controlling microprocessor are already in use. An address scheme using only
three of the current six I/O pins to select two of 192 transducers will be presented in
Section 3.3.4. Of more significance to-the current argument against hardwiring the
BASS Rake, there are two vacant pins on the edge connector of the T/R card, but
additional circuitry to decode the longer address would be required. Available space
is limited on that board. Further, changing the existing card and modifying exist-
ing backplanes or maintaining two versions of the same card are highly undesirable
options.

Finally, and most importantly, hardwiring would constrain the scientific potential
of the BASS Rake by limiting the measuremenfs that can be made. Pairing trans-
ducers at different heights permits the measurement of vertical velocity fluctuations
in the turbulent component of the flow. For example, a direct measurement of the
Reynolds stress, —u'w’, would be possible. This is a well established capability of the
BASS DTT measurement [19, 26, 54, 84, 90]. The vertical flux of buoyancy, T;w',
where T} is turbulent fluctuation of temperature, can also be measured directly, us-
ing a technique that was originé,lly described by Trivett [77] and that is now being
developed and used by Shaw, Williams, and Trowbridge [68]. Additionally, the di-
agonal measurements would increase the utility of the instrument among bedforms.
Obviously, fixed diagonal measurements could be hardwired, but each one requires
the sacrifice of two horizontal measurement levels. The angled paths cannot be used
to replace the lost horizontal measurements because they lack the necessary vertical
resolution and cannot approach the bottom as closely. Recall, from the discussion
of the “nominal bottom” in Chapter 2, that the location of the fluid-sediment in-
terface relative to the tines is not fixed. Hardwiring the angled axes would require

prior knowledge, a fixed reference, and precise placement in the field. None of these

accuracy of the velocity measurement. Two additional bits would be required to select one of the
24 required T/R cards. As many as 32 cards could be supported.
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conditions can be met.

A multiplexer interface that could select the useful transducer pairs from opposing
tines and connect any selected pair to the same T/R circuit would make a full suite
of velocity measurements possible. Additionally, with a multiplexer, changing the se-
lection of measurement axes can be accomplished in software or firmware. Alteration
of the wiring harness, backplane, and circuit cards is unnecessary. A flexible response
to different deployment scenarios becomes possible. Flexibility in pairing makes the
measurement objectives outlined above possible. For example, a parallel set of angled
paths would return a full profile of vertical velocity fluctuations despite movement
of the fluid-sediment interface and without sacrificing any horizontal measurements.
The interface can also be constructed so that no changes to the existing, standard,
circuit cards are necessary.

Backplane space savings depend on the number of cards needed to hold the mul-
tiplexer and the number of hardwired T/R cards eliminated by the interface. Po-
tentially the transducer array could be driven from a single T/R circuit. However,
anticipating for a moment the development in Section 3.3, this will depend on the
nature of the switching elements in the interface. Using a single T/R circuit to drive
the entire array might present a prohibitive capacitive shunt load to the transmission
line because of the number of involved switching elements. That shunt load on the
signal could be reduced, at the expense of some measurement flexibility, if, for exam-
ple, each of the 4 T/R circuits on a single T/R board was multiplexed to the 24 odd
or even transducer pairs on opposing tines.

To make this division less obscure, a short digression to define tine and transducer
identification is in order. The tines are designated “A”, “B”, “C”, and “D” arranged
in a clockwise square. The transducers in tines A and C communicate with each other.
The crossing axes are defined by the transducers in tines B and D. Transducers in
each tine are denoted by a two digit numeric label from “00” to “47” in height order
from bottom to top. Axes A00-C00 and B00-D0O0 form the lowest measurement level,
defined to be at the “nominal bottom” (see Chapter 2). Similarly, axes A22-C22

and B22-D22 form the measurement level 22 mm above the nominal bottom. The
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proposed division of the load would assign two T/R circuits to the AC tine pair.
One T/R circuit is multiplexed to transducers with odd number designations and the
other T/R circuit is multiplexed to transducers with even number designations. The
remaining two T/R circuits on the T/R board are assigned to the BD tine pair with
the same transducer distribution. In this scheme, angled connections between even
and odd levels are not possible because they do not share a common T/R circuit.
Some flexibility is lost, but transmission line loading is reduced.

The number of T/R circuits and boards actually used therefore reflects a balance
between signal loading and measurement flexibility. Similarly, multiplexing to the
T/R circuits as well as the transducers would trade an increase in shunt load for re-
stored flexibility. Multiplexing has the potential to reduce the number of T/R boards
from 24, required to hardwire the transducers, to perhaps one or two. This represents
a considerable savings in backplane space that could be applied to the multiplexer. A
flexible interface to 96 axes and the necessary T/R cards can reasonably be expected
to fit in the 15 cm of backplane normally occupied by the five T/R cards supporting
the normal complement of 20 axes. This estimate is based on the MUX breadboards
fabricated for the laboratory prototype described in Chapter 5.

The ability to satisfy the measurement objectives makes the multiplexer an at-
tractive approach, but some properties of the differential travel time measurement
and the design of the BASS Rake sensor head impose significant constraints on the
electrical characteristics of any interface between the T/R circuit and the transducer.
The first of these is switching speed. Each normal or reverse measurement over a
15 em path length has a duration of 160 us. The acoustic propagation time is 110 s
and the remaining 50 us is used for switching overhead and measurement process-
ing [90]. Transducer connections are necessarily fixed during the propagation time.
Small extensions of the overhead period can cause significant decreases in the max-
imum profiling rate because of the large number of acoustic axes. Therefore the
MUX must be able to change state well within the 50 us overhead period. A design
constraint on the switching time of 10 us or less is necessary.

It is also necessary for the interface to provide signal isolation between the chan-
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nels. BASS channels are well isolated by separate T/R circuits, a coaxial harness, and
the geometry of the acoustic paths [90]. The multiplexer intentionally shares T/R.
circuits between many channels. The small cross-sectional area of the tines, the large
number of signal lines needed, and the established frailty of the miniature biomedical
wire, make the use of shielded transmission lines problematic. The close proxim-
ity of signal wires within the tines enhances capacitive coupling between channels.
The geometry of the BASS Rake sensor head encourages acoustic coupling between
channels. Intentional cross-channel linkages in the form of angled measurements are,
in fact, part of the design. Capacitive and acoustic coupling can contaminate the
velocity measurement along the selected path with velocities from other axes within
the array. Each measurement would actually be a weighted average of the velocities
along all of the axes in the array and the fine vertical resolution needed to profile the
WBBL would be lost. A rough estimate suggests that a measurement accuracy of
5% to 10 % requires 30 dB to 40 dB of isolation between channels.

The most severe constraint on the interface is the need for extremely low through
resistance. A value on the order of an ohm or less is necessary. The requirement is
due to the sensitivity of the BASS DTT velocity measurement to variations in the
equivalent capacitance of the interface, the transmission lines, and the transducer
electrodes. The nature of the sensitivity can be demonstrated with the simple model
of the transmit/receive process shown in Figure 3.1. The various components are
electrically equivalent circuits in the Thévenin sense [69]. The argument and observa-
tions presented here follow those given by Morrison, et al. {53], Williams, et al. [90],
and Williams [92].

The transmitter is modeled as a voltage source, vg, with source resistance, Rs.
The shunt capacitance, Cr,, represents the capacitances of the transmission line and
the transducer electrodes. In a standard BASS instrument the transmission line is
6 m of coaxial cable with an equivalent capacitance of approximately 1000 pF'. The
electrodes are thin, metallic films plated over the two faces of the transducer during
fabrication. The equivalent capacitance of the standard 1 c¢m transducer, essentially

the parallel plate capacitance, is also approximately 1000 pF. For 1m of enamel
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Figure 3.1: EQUIVALENT MoDEL oF THE BASS TRANSMIT/RECEIVE PROCESS - A model for
the transmitter and transmitting transducer is shown in the upper portion of the figure. A similar
model for the receiving transducer and receiver is shown in the lower portion. The models are
electrically equivalent circuits in the Thévenin sense [69]. It is the transfer function from vg, the
transmitter voltage, to ir, the receiver current, that is of interest. Variations in Cr, and Cr,, the
equivalent capacitances of the transmission lines and the transducer electrodes, change the phase of
the transfer function and degrade the accuracy and stability of the velocity measurement. The effect
can be sharply limited by keeping Rs and Ry, the source and load resistances, small. Redrawn from
Williams, et al. [90] with the permission of the first author.

coated wire in a harness and a 2.5mm transducer, as in a BASS Rake tine, the
equivalent shunt capacitance is approximately 130 pF'. The series impedance of Cj,
L,, and R, is Z; = Ry + X¢, + X1,, where X is the electrical reactance of the
component in the subscript.? Z; models the behavior of the piezoelectric ceramic. The
transducer has a @ of approximately 5 near resonance, but this can vary depending
on material, resonant frequency, and transducer size. The receiving transducer and
transmission line are modeled in the same way with the notational difference of a 2
in the subscript. Ry is the receiver load.

The voltage applied by the transmitter, vs, induces a voltage, e;, across the equiv-
alent resistance of the transducer. Resistors are dissipative elements, typically radi-

ating energy away in the form of heat. In the case of a piezoelectric transducer,

2Capacitive reactance is defined by X¢ = ;}é and inductive reactance is defined by X = jwL.
The symbol, j, is the imaginary unit value defined by the equation j? = —1. Reactances are pure
imaginary values.
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R; dissipates the electrical energy by radiating acoustic energy into the water. This
concept will be important in understanding the interface modifications made for the
P3 transducers. This model will be revisited for that purpose in Section 3.4. At the
receiver the reciprocal process occurs. The radiated energy induces a current, 75, in
the piezoelectric transducer and the current in the transducer induces a current, iz,
through the receiver load, Rr.2

For simplicity, let the radiation transfer function from e; to i; be given by

where t is time, G is the transconductance gain, and A is the time needed for the
acoustic signal to propagate from the transmitter to the receiver. There is no need
for a more complicated propagation model here. The balance of the transfer function
relating the receiver load current to the transmitter source voltage is determined by

applying voltage and current divider equations [34, 69].

in(t) = vs(t — A)GR, R,
[Rs (&= +1) + 21 [Re (5= +1) + 23]

T 2

(3.2)

Only the reactive elements can change the phase of the received signal. These
elements are confined to the denominator in Equation 3.2. If the reactive elements
are fixed for the duration of the normal/reverse measurement cycle, the model is
symmetric when the source and load resistance are equal. While these values can
be closely matched, they cannot be kept precisely equal. The inequality produces
a differential change in phase for the two directions. The phase shifts differentially
move the zero crossings of the received signals to which the DTT measurement is
referenced. This causes an offset in the measured velocity at zero flow. The offset

can be removed during calibration if two conditions are met. First, the reactances

31t is strictly equivalent to use a voltage, ey, as the quantity induced by the radiated energy and
to proceed with the derivation from there. However, the receiver is a cascode circuit [34, 90], which
is best understood as a transresistance amplifier taking a current input and producing a voltage
output. Therefore, it is conceptually easier to work with ¢y and, because the output variable is 7y,
it is algebraically easier to use ;.
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must be unchanging for the duration of the experiment. Unfortunately, while Z;
and Z, are, for practical purposes, constants, Cr, and CT, are highly variable. In
particular, they change with flexure and pressure compression of the normal, coaxial,
transmission lines. There is also a significant effect for flexure of enamel coated wire
in a harness. There is a pressure effect for the coated wire only if the relative position
of the wires is changed. The change in capacitance can be understood on physical
grounds and the model demonstrates its importance to the accuracy and stability of
the measurement.

Dynamic flexure can be limited to the extent that the harness can be immobilized.
It is now standard procedure with BASS to securely lash the 6 m coaxial cables of the
harness to the tripod frame. A thousand or more “tie-wraps” are commonly used for
this purpose. However, several meters of each signal cable run along guy wires and
are, therefore, not entirely immobilized. Static pressure effects are removed by per-
forming the calibration in situ. However, the offsets can still be a significant fraction
of the +£240 cm - s7! dynamic range of the instrument and the dynamic variations
can produce a large and limiting noise floor. Thus, reducing the sensitivity of the
measurement to variations in the shunt capacitances is also a necessary condition for
accurate calibration and measurement with BASS. In contrast, the design of the BASS
Rake confers considerably more immunity to the dynamic vériations. This will prove
important given the modifications that are necessary for P3 operation. The BASS
Rake transmission lines are only 1 m in length and are, compared to a BASS harness,
completely immobilized in the polyurethane of the tine and endcap. Empirically,
noise due to flexure is entirely negligible for both the P2 and the P3 transducers. The
pressure effect on a harness of unshielded wires embedded in polyurethane that is not
supporting a pressure differential is also entirely negligible for shelf depths. This is a
second argument for enamel coated wire rather than miniature, shielded, biomedical
specialty wire. The BASS Rake will still experience large offsets if the sensitivity to
shunt capacitive variation is not reduced and this will limit the dynamic range of the
measurement. However, the dynamic variations will be too small to produce a large,

limiting noise floor even if the sensitivity is not strongly reduced.
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To reduce the sensitivity of the measurement to variations in the shunt capaci-
tances, observe that the shunt reactances only appear in the transfer function inside
quantities multiplied by the source and load resistances. The sensitivity of the ve-
locity measurement to shunt capacitive variation can be sharply limited if Rs and
Ry, are kept small. The source and load resistances in BASS are both approximately
10Q. This generally limits BASS zero offsets to less than +1cm - s7!. There is no
significant loss of dynamic range for offsets of this magnitude. Static pressure effects
are too small to measure for shelf depths and the noise from an immobilized harness
is negligible. By keeping the source and load resistances this small, BASS actually
achieves an accuracy limited by Johnson (thermal) noise in the receiver circuit. The
resolution limit in differential travel time is 40 ps. This represents 0.3mm - 57! in
velocity. Distortion by the supports is the real limit on accuracy for most flows. To
maintain this level of performance, any increase in the source and load resistances
must be negligibly small. Any increase should be limited to 10 %, approximately 1£2.
It will be necessary to violate this stricture, in a controlled way, for P3 operation (see
Section 3.4).

The equivalent circuit for the MUX is a through resistance, Ru, and a shunt
capacitance, Cps. MUX equivalents are shown installed in the transmitter and receiver
transmission lines in Figure 3.2. It should be clear from the schematic representation
in the figure that the interface and transmission line shunt capacitances are additive.
Cum, and Chy, contribute to signal loading and, if variable, to measurement noise.
Therefore, the shunt capacitance of the MUX must be kept within reasonable limits.
In particular, it must present an impedance at the operating frequency that is large
compared to Ry. Most of the current produced by the receiving transducer will then
flow through the receiver.

It should be equally clear that the through resistance adds to the source and
load resistances. The BASS measurement is notable for a very high level of single
measurement accuracy. This is one of the reasons the BASS DTT technique was
selected. Exceedingly small source and load resistances in a carefully balanced design

are integral to that level of performance. Increasing those values by any significant
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Figure 3.2: EquivaLENT MopEL oF THE TRANSMIT/RECEIVE PROCESS WITH THE MULTI-
PLEXER - The equivalent model of the MUX is a through resistance, Rpr, and a shunt capacitance,
Car. MUX equivalents are shown here installed in the transmitter and receiver transmission lines.
The through resistance adds to the source and load resistances. Therefore, Ry, and Rps, must be
kept negligibly small compared to Rs and Ry so that the effects of the variable shunt capacitances
remain small. Similarly, Cps, and Cur, add to Cr, and Cr,, contributing to signal loading and, if
variable, to measurement noise.

amount would alter the existing balance and cause an unacceptable degradation in
measurement accuracy and performance. Thus, the strict requirement that Rps be
no more than approximately 1§). The severity of this constraint is evident in the
observation that 1 is one to two orders of magnitude smaller than the through
resistance of any commercially available, low impedance, multiplexer. A new design,
using specialty components and an optimized structure, was needed to meet the
requirements of the BASS Rake WBBL sensor.

In summary, the necessary characteristics of an interface satisfying the constraints
imposed by the BASS T/R circuit and the BASS Rake sensor design are extremely low
through resistance, < O(1 ), rapid switching, < O(10 ps), flexible cross connection
of the transducers, and strong isolation between channels, > 30dB. The layered
multiplexer described here provides the required flexibility and performance with an
acceptably small effect on the existing T/R circuit.

The retention of the existing system, given the constraints it imposes, deserves

comment. As stated in Chapter 2, the BASS DTT “method was chosen because of its
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high accuracy and linearity and because of its extreme robustness to environmental
conditions.” The familiarity and long experience of this laboratory with the tech-
nique and the fact that the BASS Rake developments described below will contribute
significantly to the next generation of BASS were also factors. Beyond this, how-
ever, BASS is a physical implementation of good sensor design philosophy. The high
accuracy and linearity are partly the result of direct reductions in the strengths of
sources of error. This is true of most sensors. The design of BASS takes a further
step, recognizing that those sources cannot be completely eliminated. The measure-
ment is purposefully structured so that the sources that do remain cancel each others’
effects. It will be shown in subsequent sections of this chapter that the constraints
imposed by requiring a MUX and retaining the BASS T/R circuit, while severe, can
be satisfied. The high accuracy and linearity of the BASS DTT measurement can be
applied in the WBBL.

3.3 Interface Design

The functional blocks and structure of the interface are developed in this section. This
process is independent of the circuit modifications necessary for successful operation
of the 2.5 mm P3 transducers. Those changes, including additions to the multiplexer,
will be described in Section 3.4. Where pertinent, the impedance, loading, and drive
characteristics of the P3 transducers are referred to in this section. These properties
are expected to be similar in higher frequency transducers of the same diameter.
However, precise values for these quantities are not required for the optimization of

the MUX.

3.3.1 Switching Element Selection

Meeting the interface specifications outlined in Section 3.2 depends, critically, on
the switching elements chosen to multiplex the signals. Mechanical switches, such
as reed relays, have the advantages of effectively zero on resistance and negligibly

small series and shunt capacitances, typically less than 1 pF. However, the duration
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of contact bounce in a reed switch is on the order of 10ms. That is relatively fast
for a mechanical switch. It is also three orders of magnitude above the switching
speed specification and amplsr sufficient to disqualify mechanical relays from further
consideration. Some form of electronic switch with much faster state changes and
extremely low through resistance is required.

Packaged arrays of electronic switches are commercially available in many forms
from most manufacturers of integrated circuits (ICs). Eight and sixteen channel mul-
tiplexers packaged in a single IC are particularly common. They are also functionally
applicable to the task of multiplexing the T/R circuit to the transducer array. To
avoid confusion, these commercially available multiplexers will be referred to here as
CMUXs or “commercial MUXs” and the MUX label will continue to denote the over-
all BASS Rake multiplexer. The through resistance of an electronic switch that has
been selected will be denoted R(on). Most CMUX ICs designated as “low resistance”,
or even “very low resistance”, have R(on) values in the range 802 < R(on) < 10042.
Only one commercial MUX is available with a through resistance below this range. In
that case R(on) = 20Q. All of these values are far too large to meet the specification
of the BASS Rake MUX.

A very limited number of specialty MOSFETs* are currently available with drain-
source on resistances below 1. FETs can approxirﬁate the behavior of ideal switches
and are in common use for this purpose. The switching elements in commercial
multiplexers are, in fact, FETs. However, it will be seen in the discussion that follows
that the approximation is not exact.

The VN3205 N-Channel Enhancement Mode Vertical DMOS FET (Supertex,
Inc.©), with Rps(on) = 0.3, has been chosen for this project. This is the smallest
value of Rps(on) currently available and 0.3 is acceptably small compared to the
source and load resistances of the T/R circuit. The VN3205 turns on in less than
25ns and off in less than 50ns, nearly three orders of magnitude faster than the

specification. These are promising qualities for the MUX, but there are other char-

4MOSFET is the acronym for Metal Oxide Silicon Field Effect Transistors. MOSFETSs are one
of several varieties of Field Effect Transistors, FETs. The behavior, terminology, and pathology of
FETs are readably and concisely described by Horowitz and Hill [34].
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Figure 3.3: VN3205 N-CHANNEL ENHANCEMENT MoODE VERTICAL DMOS FET - A schematic
representation of the VN3205 is shown on the left with the gate, drain, source, and body/substrate
appropriately labeled. On the right an equivalent model of the electrical characteristics of the
VN3205 is shown. The schematic symbol and the form of the model would be the same for any
N-Channel MOSFET. The stray capacitances in the model result from the geometry and proximity
of the gate, drain, and source regions on the silicon substrate. The diode is formed by the n-type
channel region, which is in contact with the drain, and the p-type body, which is internally connected

to the source terminal.
acteristics of MOSFETS, including the VN3205, that make its use in this situation
more complicated than treatment as an ideal switch. An equivalent model of the
VN3205 is shown schematically in Figure 3.3. |

The capacitive coupling between each pair of terminals shown in the model results
from the size, shape, and proximity of the gate, drain, and source regions on the
silicon substrate of the transistor. For the VN3205, the nominal (maximum) values
of these stray capacitances are: Cps = 50(100) pF, Cep = 20(30) pF', and Cgs =
200(270) pF'. These values are quite high compared to MOSFETs with larger values
of Rps(on). Relatively high capacitance is one of the performance costs associated
with reduction of the on resistance. This is a consequence of the modifications to the
geometry of the p- and n-type regions on the substrate used to reduce Rps(on). In
a simplistic sense, greater surface areas decrease the resistance by providing a wider
region for current flow between the contacts. The capacitance increases because it is
proportional to the surface area of those same contacts.®

The drain-source diode is formed by the n-type channel region, which is in contact

with the drain, and the p-type body, which is internally connected to the source

SHigher capacitance is also associated with increased loading and reduced switching speed. A
through resistance on the order of 100} is almost always acceptable because in most designs the
other circuit impedances are at least on the order of 1 K. It is loading and switching speed that
most commonly constrain performance and the characteristics of available CMUXs reflect those
more widespread needs. The requirements of the BASS Rake are well outside the norm.
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terminal. IC packages containing a single FET are invariably fabricated with this
internal connection [34]. This is unfortunate because the effect of the virtual diode can
be eliminated simply by connecting the substrate to the most negative gate potential
if that connection is externally available. Curiously, commercial MUXs are invariably
fabricated with the substrate internally connected to the lowest gate potential so that
there is no diode effect. The stray capacitances and the diode complicate the interface

design in several ways.

3.3.2 Development of the L-Section

Consider the insertion of an N-channel MOSFET in the transmission line. The drain
is connected to the T/R circuit and the source to the transducer. The state of this
“switch” is determined by the voltage applied to the gate. The first difficulty is
feedthrough coupling of the signal by the drain-source capacitance. The transmitter
signal driving the transducer is a short burst of a &5V square wave with a frequency
on the order of 1 M Hz. The received signal sent from the transducer to the receiver
is also bipolar but only a few tenths of a volt or less in amplitude. The gate voltage
controlling the state of the FET is £12V. When the FET is on, the low value of
Rps(on) effectively shorts Cps and it can be ignored. In the off state, however, the
drain-source capacitance makes the “open” switch look like a mere 1 K to 2 K, rather
than the 10* MQ, or more, one would expect for Rps(off). Cps couples the trans-
mitter signal intended for the selected channel through to the deselected transducers.
These transducers broadcast signals, which are received by the other end of the se-
lected channel. The acoustic signals are also received by other deselected channels
and coupled through each Cps to the receiver. In all cases the chosen velocity signal
is contaminated by velocities from other levels of the boundary layer.

A shunt FET, as shown in Figure 3.4, is a common and attractive way to eliminate
the feedthrough coupling [34]. When the series FET is on, selecting that transducer
for use, the shunt is turned off. The series Rps(on) and the shunt Cpgs then form a
voltage divider with entirely negligible, < 0.1 %, signal attenuation. The relatively

high impedance of the shunt makes it effectively invisible. When the transducer is
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Figure 3.4: REMOVING CAPACITIVE FEEDTHROUGH COUPLING WITH AN FET SHUNT SWITCH
- In the selected state the series FET is on, allowing bi-directional signal passage, and the shunt
FET is off, effectively removing it from the circuit. In the deselected state the series FET is off
and the shunt FET is on. This shorts the transmission line to ground and effectively eliminates
the signal due to capacitive feedthrough coupling. This has the added and highly beneficial side
effect of strongly increasing cross-channel isolation. Unfortunately, the shunt also causes half-wave
rectification of the transmitted signal, requiring further modification of the switching circuit.

deselected the situation is reversed. The series FET is off and the shunt FET is
on, essentially shorting the capacitive feedthrough signal to ground. This action of
the shunt has the added and highly desirable side effect of strongly increasing cross-
channel isolation. Unfortunately, the shunt FET also causes half-wave rectification
of the transmitted signal.

The rectification is a result of the drain-source diode created by the internal source-
substrate connection of the FET. In the deselected state the shunt diode conducts
whenever the bipolar transmitted signal is more than a diode drop negative, clipping
that portion of the signal to a single diode drop below ground. The series diode
behaves similarly in the deselected state. The result is half wave rectification of every
burst transmitted on all channels. The rectification is eliminated at negligible cost
by the circuit configuration shown in Figure 3.5. A second VN3205 FET is added to
each branch of the L-section and connected source to source. This places the diodes
of each branch in series with. opposite polarity and eliminates the rectification. The
change doubles R(on) to 0.6, but this is still within acceptable limits.

Now consider the effects of the mechanical design and geometry of the BASS
Rake sensor head. Acoustic coupling occurs when deselected channels are permitted
to transmit and receive acoustic signals. The design of the BASS Rake actively in-
vites acoustic coupling. Capacitive coupling occurs in the tines between long, parallel,

wires in close proximity. Shielding each signal wire would largely eliminate this type of
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Figure 3.5: Quap FET L-SECTION - The shunt and series portions of the L-section are each
composed of two FETSs connected source to source. This arrangement prevents halfwave rectification
of the signal on all channels by the drain-source diode in the “open” branch of the L-section.

interference, but it would introduce other problems as previously discussed. However,
in the absence of sufficient isolation provided by some other facet of the design, the
option of shielding would have to be exercised. Thus the emphasis on cross-channel
isolation provided by the MUX. Observe that the path leading to contamination of
the received signal depends on both forms of coupling. First, the transmitted signal
is capacitively coupled to other transducers in the tine. Then these transducers emit
weighted acoustic signals along with the selected transducer. The receiving trans-
ducer of the selected channel collects all of the acoustic signals with some additional
weighting. Each of the other transducers on the receiving tine also collects some
weighted average of the acoustic signals. Finally those collections are capacitively
coupled onto the already contaminated signal from the receiving transducer of the
selected channel. v

If the capacitive coupling could be eliminated, or at least limited, there would
be little or no acoustic coupling. Limiting transducer action would further increase
isolation. This is precisely the effect of the shunt FET in a deselected channel. It
strongly grounds the transmission line, and through it the signal connection of the
transducer, during both transmission and reception, sharply limiting capacitive and
acoustic coupling. A single stage, series-shunt L-section, composed of four VN3205
has proven surprisingly effective at reducing all forms of signal coupling. Controlled
tests with a single direction of acoustic propagation were conducted with the P2

tines using one meter of unshielded wire in each transmission line. The isolation of
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deselected channels from capacitive coupling was approximately 35dB in each tine.
The acoustic isolation was approximately 25dB for physically adjacent axes. The
figure for acoustic loss is in addition to the in water signal attenuation. The overall
cross-channel isolation provided by a MUX using just one layer of L-sections is clearly
well in excess of the specification. Subsequent experience with the P2 and P3 tines
and the layered MUX supports that conclusion that cross-channel coupling in the
BASS Rake is entirely negligible.

For completeness, it should be noted that electronic switches are often arranged in
T or II geometries, rather than an L, to improve isolation through the switch section.
In these circuits the impedance of the load forms a voltage divider with the additional
series component to provide a greater level of signal attenuation. These geometries
would be a poor choice here. Cps is approximately equal to the capacitance of the
transducer, so the T or II would provide only a small increase in attenuation through
the section. The price for this small gain would be the loss of the hard ground across
the transmission line and transducer provided by the shunt branch. The overall cross-
channel isolation would be entirely lost and all measurements would be contaminated
with velocities from other levels of the boundary layer. The L geometry is a far better
choice in this situation.

The final complication associated with the stray capacitances of the FET is signal
loading. Each T/R circuit drives a pair of signal lines that are multiplexed through
the L-sections to the two ends of the selected acoustic axis. Using the model of the
FET shown in Figure 3.3, the equivalent capacitance of an L-section for the selected
and deselected states can be readily calculated. That equivalent capacitance appears
as a shunt from the signal line to ground. The physical path of the equivalent shunt
is primarily through the four gate terminals of the FETs. The equivalent shunts
of all the L-sections attached to a particular signal line are in parallel and combine
additively. That combined capacitance is the shunt equivalent denoted by Chy, in
the reception model of Figure 3.2 and it is an additional load for each receiving
transducer. The transmitter must drive both signal lines and is therefore loaded by

both equivalent shunts in parallel. The additional load on each signal line is denoted

117




by Chy, in the transmission model of Figure 3.2.

Any increase in measurement flexibility requires an increase in the number of
L-sections connected to each signal line. This increases the shunt capacitances rep-
resented by Cuy, and Chy,. Current preferentially flows through these branches as
the impedance they present to the signal li